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I. INTRODUCTION  

Crime is one of the major problems in modern society. 

For example, according to the crime statistics of the Korea 

Supreme Prosecutor’s Office [9], there were 3,884.8 crimes 

per 100,000 people in 2016. The total crime incidence in 

the past ten years has decreased to 2.6%; however, this rate 

includes traffic crimes, which account for a significant 

proportion of all crimes. Excluding traffic crimes, the 

overall crime rate has increased to 11.2% (refer to Figure 

1). In particular, over the past decade, violent crimes (e.g., 

murder, robbery, arson, assault, sexual assault) have 

increased compared to other crimes. 

 One of the most efficient methods of preventing crimes 

is visual surveillance through closed-circuit television 

(CCTV). However, there are numerous difficulties in 

CCTV surveillance by humans. For example, there is an 

insufficient workforce for performing CCTV surveillance. 

Additionally, it is difficult for humans to rapidly and 

accurately detect dangerous situations. In other words, it is 

almost impossible for a human to focus only on crime 

surveillance through CCTV by monitoring it for 24 hours. 

Owing to this problem, there are several limitations in 

crime prevention, even if a large number of CCTV systems 

are installed. In other words, CCTV is frequently used for 

finding evidence or suspects after a crime has occurred 

rather than for crime prevention. In recent years, deep 

learning has become a widely used technology for 

automatic visual surveillance through CCTV. In this study, 

we utilize deep learning to solve the aforementioned 

problems.   

 

 
Fig. 1. Korea supreme prosecutors’ office crime analysis [9]. 
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To accomplish this goal, we first define the problems that 

can occur in danger detection through CCTV and then 

apply deep learning to solve these problems. Furthermore, 

we conduct a comparative analysis of various state-of-the-

art methods on dangerous situation classification. This 

work is the next step towards achieving our final goal of 

crime prevention through visual surveillance by CCTV 

without human assistance presented in [7]. More 

specifically, the contributions of this study are as follows: 

• We propose a deep learning model for the autonomous 

detection of dangerous situations in CCTV scenes. 

• We utilize relational inference, which considers the 

position of objects in CCTV and the distance between 

the objects. The relational inference enables the model 

to more accurately classify a situation according to the 

relationship (i.e., distance and position) of each 

detected dangerous object. 

• Experimental results demonstrate that the proposed 

model outperforms other baseline models in terms of 

the accuracy of image classification and the false alarm 

rate. In addition, the proposed model is efficient even 

if object detection accuracy is low. 

The rest of the paper is organized as follows: The related 

studies that focus on deep learning approaches for danger 

detection and their shortcomings are discussed in Section 2. 

The proposed model is described in Section 3. Performance 

evaluation is presented in Section 4. Finally, Section 5 

provides the conclusions and direction of future work. 

 

II. Related Work 

There are a variety of approaches on danger detection 

that use deep learning. We can divide them into two main 

approaches for danger detection through CCTV, i.e., image 

classification and object detection. The details of each 

approach and their shortcomings are described in the 

following subsections. 

2.1. Image Classification Approach for Danger 

Detection 

Image classification approaches generally analyze an 

image using various techniques and determine if it is a 

dangerous situation. [12] proposed a convolutional long 

short-term memory (Conv-LSTM) network for anomaly 

detection that predicts future frames by reconstructing an 

image. In experiments, the Conv-LSTM network shows 

competitive performance compared with other state-of-the-

art anomaly detection methods. [1] presented a novel 

framework for the anomaly detection of a scene. The 

framework receives a video as an input and performs 

several processes, such as background subtraction, object 

tracking, and scene analysis, for detecting abnormal 

situations. The framework outperforms other frameworks 

in experiments using actual video data sets. [3] proposes an 

algorithm to classify safe and dangerous situations 

according to the existence of a knife in an image. The 

authors use a sliding window mechanism to obtain the 

features of the knife in the image and utilize visual 

descriptors from MPEG-7 for feature data extraction. The 

extracted feature data are input to Support Vector Machine 

(SVM) for classification. As a result, the false alarm rate of 

knife detection is 7%. [20] proposed a real-world abnormal 

behavior detection system that uses deep learning. This 

method models normal and abnormal events as instance 

bags, train these instances using a deep anomaly ranking 

model, and predict high anomaly scores for anomalous 

video segments. Here, abnormal behaviors are detected by 

extracting features related to the amount of change of 

actions in the whole frame. In [2], we argue that in specific 

crime behaviors, such as shoplifting, there is not much 

change in the action of the user. To solve this problem, we 

proposed to first extract a person object as a region of 

interest (ROI) using Mask-R-Convolutional Neural 

Network (Mask-R-CNN) [4] and then determine crime 

behaviors using the amount of change in the ROI person 

object using optical-flow. [21] proposed to detection 

motion anomalies in surveillance videos using Region 

Association Graph (RAG). The authors extracted statistical 

features from given scene and classified two types of 

anomalies (i.e., an object encircles within a particular 

region or within a set of regions) using SVM algorithm. The 

experiment results using two benchmark datasets indicate 

the effectiveness of the proposed method.  

2.2. Object Detection Approach for Danger Detection 

Object detection approaches perform visual surveillance 

by identifying dangerous objects and actions from CCTV 

images. [14] proposes a simple method that detects knives, 

blood, and guns. The detected objects are closely related to 

crime; thus, we can predict whether a dangerous situation 

has occurred. For this purpose, the authors implement a 

CNN that contains the Rectified Linear Unit (ReLU) 

nonlinearity, a convolution layer, a fully connected layer, 

and a dropout. The object detection model exhibits a test 

accuracy of 90.2%. There are also several issues related to 

object detection in crime scenes. For example, there is a 

possibility of occlusion in object tracking, which can 

significantly reduce crime detection rates. To solve 

occlusion problems, [19] proposed a scale-adaptive object-

tracking algorithm. The authors achieve high accuracy in 

occlusion detection due to features extracted ResNet, and 

more efficient update strategy compared with correlation 

filters (CFs) that are frequently used in occlusion detection. 

Recently, aerial video surveillance using various devices, 

such as drones, are actively studied. For example, [13] 

proposes “i-SURVEILLANCE,” which can alert a human 
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operator when a dangerous action and abnormal behavior 

are detected. The authors focus on reducing the number of 

false alarms. The detailed process of the i-

SURVEILLANCE system is as follows: First, it obtains a 

frame scene from a CCTV video. Second, the motion in the 

scene is detected through background subtraction. Third, 

motion tracking is achieved by utilizing a Kalman filter. 

Finally, the motion behavior obtained from previous 

processes is analyzed using a behavioral analysis algorithm 

to check for any dangerous action or abnormal behavior. 

[15] uses the TensorFlow’s Object Detection API for object 

detection and proposes an autonomous unmanned aerial 

vehicle video surveillance system to monitor suspicious 

activities through human pose estimation. The proposed 

model detects people, extracts the pose of each person, and 

then matches it with the pose in a suspicious action dataset. 

[18] proposes the aerial surveillance of dangerous situations 

in a public area using object detection through drones. 

Visual surveillance is performed by defining five violent 

activities, i.e., punching, stabbing, shooting, kicking, and 

strangling, and detecting the defined activities through the 

drone. The authors use a feature pyramid network for 

person detection and the ScatterNet hybrid deep learning 

network to estimate the pose of each detected person. 

2.3. Problems of Previous Work 

Existing surveillance approaches may show good 

performance. However, they still experience problems in 

certain cases. One of the problems is that image 

classification, and object detection approaches rely strongly 

on the performance of each technique. For example, in 

image classification approaches, if CCTV resolution is low 

and dark, the data obtained through an image may be 

reduced, and thus, the accuracy of visual observation 

becomes poor. In object detection approaches, if a system 

fails to detect an object that is defined as dangerous, it will 

also fail to perform visual surveillance. In other words, the 

system cannot generate a warning about danger because it 

does not recognize that a dangerous object exists in a CCTV 

image. Therefore, object detection models must have high 

accuracy. According to [5], typically, an object detection 

model that can provide real-time speed with a low accuracy 

compared with other models. In addition, object detection 

performance decreases with image resolution. However, 

model must simultaneously produce high speed and 

accuracy to perform automatic danger detection. This paper 

proposes a deep learning model for danger detection that 

simultaneously performs image classification and object 

detection.  

Another limitation of the previous work is that they do 

not consider the relationship between the detected objects 

in CCTV images. In this paper, we demonstrate that 

considering the relationship between the detected objects in 

CCTV images can improve the accuracy of dangerous 

situation. This is because even if the same objects are 

detected in different CCTV images, as shown in Figure 2, 

the situation differs depending on the position of the objects. 

For example, even if a knife is detected in CCTV images, 

the situation in which a person is holding the knife and the 

situation in which the knife is on the floor are different. 

Therefore, we must infer the relationship (i.e., distance and 

position) of each detected dangerous object. 

 

 
(a) 

 
(b) 

Fig. 2. Different situations depending on the position of dangerous 
object (i.e., knife): (a) Crime situation because a person is holding 
a knife; (b) Possible dangerous situation, but not as critical as (a). 

III. Proposed Model 

The overall structure of the proposed model is shown in 

Figure 3. The proposed model can be divided into two steps, 

i.e., the object detection step and relational inference step. 

In the first step, we use object detection to determine the 

factors that make a situation dangerous and determine the 

danger of the situation through CCTV images. In the 

second step, the relationship between detected dangerous 

objects and human actions in CCTV images is inferred 

through a modified relation network (RN) [17] so that the 

model can classify the situation more accurately. The 

composite function of the proposed model is as follows: 

D = f
ϕ
(∑ g

θ
(i, okk )), (1) 

where the inputs are a latent feature of entire image 𝑖 and 

the set of the latent features of each detected object 𝑂 =
{𝑜1, 𝑜2, … , 𝑜𝑘}.  𝑓𝜙  and 𝑔𝜃  are Multilayer Perceptrons 

(MLPs) that have the parameters of learnable synaptic 

weights. Based on Equation 1, the proposed model can 

consider the potential relations between detected object 

pairs. In other words, the proposed model learns to infer the 

existence of the relationships between detected objects. The 

detailed process of each step is discussed in the next 

subsections. 
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Fig. 3. Overall structure of the proposed method. 

 

3.1. Object Detection Step 

We use the YOLO (You Only Look Once) model for 

object detection [16]. YOLO is one of the fastest object 

detection models. The output of YOLO contains three 

features, i.e., the class, coordinate, and boundary box 

information of a detected object. Thus, we obtain the partial 

image of a detected object by cropping it from the entire 

image.  

Then, CNN [11] is utilized to obtain a set of latent 

features from each partial image of the detected object. 

CNN is one of the most influential deep learning models in 

the field of computer vision. The performance of CNNs was 

proven in the 2012 ImageNet competition in terms of 

reducing classification error from 26% to 15% [10]. Since 

then, it has become an important model for deep learning 

research in image processing. Although there are numerous 

advances in CNN [6, 8], we selected the traditional CNN 

algorithm due to its simplicity and efficiency in obtaining 

features from the image. Furthermore, we obtain the latent 

features for not only the detected object but also the entire 

image. This process is employed to generate the input 

features for the relational inference step. 

3.2. Relational Inference Step 

We use a two each four-layer MLP for inferring the 

relationship between detected objects. We modify the RN 

proposed by [17]. The RN was originally proposed for the 

task of visual question and answering, particularly for 

answering relational questions. As our model must infer the 

relationship between detected objects, we use a modified 

structure of the RN that only considers detected objects and 

not every part of an image. To infer the relationship 

between detected objects, we create pairs of the set of the 

latent features from the entire image, each detected object 

image object classes and coordinate of detected object. All 

pairs are the inputs of MLP 𝑔𝜃 , and we perform the 

element-wise sum of all outputs of 𝑔𝜃. This result is the 

input of MLP 𝑓𝜙 , which infers the relationship between 

detected objects. As we input the coordinate of detected 

objects, the model can learn the relationship between the 

position of objects and the distance between objects. 

3.3. Advantages of the Proposed Model 

In this work, we focus on two problems of danger 

detection. The first is that the model depends on the 

performance of object detection, and the second is that the 

relationship between detected objects should be considered. 

To solve the first problem, we train the model by 

inserting not only the images of detected objects but also 

the entire image. Owing to this, even if object detection fails, 

the lack of information can be compensated through the 

added data of the entire image. In addition, we obtain the 

latent features from each image of detected objects through 

a CNN, and the model can classify a situation in more detail. 

As shown in Figure 4, the information about the motion of 

a detected object can be obtained through its image. The 

motion of the detected object can be used as the key factor 

for classifying the danger of a situation. This is because the 

situation may change according to motion of the detected 

object even if the same object is detected in different images.   
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(a) 

 
(b) 

 
(c) 

 

Fig. 4. Difference in danger due to motion of object. 

 

Furthermore, we propose a modified structure of the RN 

to infer the relationship between detected objects, where it 

is possible to classify a dangerous situation according to the 

relationship between objects. 
 

IV. Performance Evaluation 

In this section, we describe the experiments that are 

conducted to demonstrate the performance of our proposed 

model. The data set used in the experiment, the baseline 

models that are compared with the proposed model, and the 

evaluation methods and results are described in detail. The 

experiments are conducted in two parts. First, we compare 

the accuracy of dangerous situation classification through 

the analysis of image data by the proposed model and 

baseline models. In addition, we examine the accuracy of 

dangerous situation classification by the proposed model 

and baseline models as object detection accuracy decreases. 

In the second experiment, we compare the false alarm rate 

of dangerous situation classification by the proposed model 

and baseline models. 

4.1. Experimental Setup 

In this subsection, we explain data set used in 

experiments and the details of competing methods, 

including their hyperparameter settings. 

4.1.1. Dataset 

We create an experimental dataset to compare the 

performance of the proposed model and baseline models. 

The main purpose of the proposed model is to detect 

dangerous objects or dangerous actions in image data to 

determine the danger of a situation and classify the situation 

according to the danger level. Therefore, we first define the 

dangerous objects and actions that the model should detect 

in an image.  

Dangerous objects are defined by utilizing the crime 

statistic public data provided by the Korean government [1]. 

We utilize twelve of the most frequently used objects in 

crime as dangerous objects. These objects are rifle, 

handgun, knife, bat, laptop, phone, book, bottle, umbrella, 

chair, broom, and bag, as shown in Figure 5.  

   
 

Fig. 5. List of defined dangerous objects. 

 

Further, to classify the danger of a situation for detailed 

danger assessment. We classify a situation into the 

following four classes based on the danger of the situation: 

safe, dangerous tool, potential crime, danger as shown in 

Figure 6.  

 

  
(a) 

 

  
(b) 

 

 

  
(c) 

 

  
(d) 

 

 

Fig. 6. Four classes of data. (a) Safe; (b) Dangerous tool; (c) 
Potential crime; (d) Danger. 

 

Here, "safe" indicates that there is no danger -> no 

dangerous object. We create a "safe" data set by recording 

a video of a person walking around. "Dangerous object-> 

dangerous tool" implies that dangerous objects exist in an 

image, and thus, there is a possibility that dangerous 

situations may occur if a person uses these objects. A 

"potential crime" is a situation where a person is holding a 

dangerous object in an image. This class indicates more 

danger compared to the second class. Finally, a "dangerous 

-> danger " situation is one where a dangerous object and a 

dangerous action are detected, for example, a person 
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wielding a knife or bat, which is classified as the most 

dangerous situation. We record videos in two locations to 

prevent overfitting by learning more data about the four 

defined situations. Additionally, two versions of the videos 

are recorded by two different people for each situation. 

Thereafter, we extract the image data for each frame in the 

videos and label each situation corresponding to the image 

data. We use 3600 images for the experiment, among which 

70% of the images are utilized for training and 30% for 

validation.  

Moreover, we generate data for carrying out an 

experiment to compare the changes in the accuracy of 

danger situation classification by the models when there is 

a decrease in object detection accuracy, which is our second 

experimental objective. For this purpose, we randomly 

remove part of the detected object data acquired from the 

previously obtained image data. More specifically, by 

randomly removing 10%, 20%, and 30% of data, we 

assume the accuracy of the object detection model as 90%, 

80%, and 70%, respectively. 

4.1.2. Learning Method 

To search for the best model, we iteratively change the 

parameters of training algorithms to improve a loss function. 

We train the deep learning models for the experiment using 

stochastic gradient descent provided by the TensorFlow 

open-source machine learning library. The performance 

reported in our experiment is achieved with the following 

learning parameters: 

• Learning rate: 2.5e-4 

• Weight decay: 1e-4 

• Momentum: 0.9 

• Batch size: 64 

We use a GPU that improves the overall speed of model 

training. 

4.1.3. Baseline Model 

The performance of the proposed model is compared 

with that of the following baseline models: 

• SVM: This is a supervised learning model in machine 

learning. 

• Decision Tree: This is a predictive modeling approach 

in machine learning. A model predicts the value of a 

target variable based on several input variables. This 

model is also used for classification. 

• Random Forest: This is an ensemble learning method 

for classification. Overfitting can be reduced by 

utilizing a multiple decision tree model. 

• Gradient Boosting: This is a machine learning 

technique for classification, which is the ensemble of 

weak prediction models. 

• MLP (class): This uses only the class of detected 

dangerous objects (e.g., knife:1, bat:2, etc.). 

• MLP (class + image): This uses not only the class of 

detected dangerous objects but also their partial images. 

• RN: For relational inference, the modified RN is 

applied to detect objects only, without using the data of 

an entire image. 

4.1.4. Evaluation Metrics 

We use accuracy and false alarm to evaluate the 

performance of the proposed model. The details of these 

evaluation metrics are given in Equation 2 and 3, 

respectively. Here, accuracy is the number of correct 

predictions made by the model. A false alarm is the sum of 

the cases where true is identified as false, and false is 

identified as true, which is the number of cases where the 

model incorrectly predicts an actual situation. In our 

experiment, this implies that the model predicts a safe 

situation as a dangerous situation and a dangerous situation 

as a safe situation. 
 

Accuracy = 
TP + TN

TP + TN + FP + FN
, (2) 

False Alarm = FP + FN (3) 

 

In Equation 2 and 3, TP indicates true positive, TN 

indicates true negative, FP indicates false positive, and FN 

is a false negative of the confusion matrix, which is 

frequently used as an evaluation metric of machine learning 

algorithms. 

4.2. Experimental Result 

Figure 7 shows the accuracy of dangerous situation 

classification by the models for object detection accuracies 

of 100% and 70%. Here, the x-axis indicates competing 

models described in Section 4.1.3, and the y-axis indicates 

classification accuracy according to Equation 2.  

The performance of all models is high when object 

detection accuracy is 100%. This is because all models can 

obtain sufficient data to classify dangerous situations. 

However, as object detection accuracy decreases by 10% 

interval, the accuracy of classifying dangerous situations 

also steadily decreases. Nevertheless, the accuracy of 

dangerous situation classification by the proposed model is 

consistently better compared to other models. Furthermore, 

as object detection accuracy decreases, the classification 

accuracy of the proposed model decreases only slightly, 

whereas that of other models decreases considerably. 

Hence, we can conclude that the proposed model does not 

depend on object detection.     
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(a) 

 

(b) 

Fig. 7. Performance evaluation of dangerous situation 
classification when object detection accuracy is: (a) 100%; (b) 
70%. 

 

Figure 8 and Table 1 show the variation in the 

classification accuracy of the proposed model and other 

models with object detection accuracy. In Figure 8, the x-

axis indicates the accuracy of the object detection model, 

and the y-axis indicates classification accuracy. From the 

graph, we can observe that the danger situation 

classification accuracy of the proposed model is not 

significantly affected by object detection accuracy, as 

compared to the baseline models. 
 

 

Fig. 8. Changes in accuracy of dangerous situation classification 
according to accuracy of object detection model.  

Table 1. Accuracy of dangerous situation classification. 

Model 

Object Detection Model Accuracy 

 

100% 90% 80% 70% 

SVM 31% 27% 25% 23% 

Decision Tree 95% 89% 81% 70% 

Random 

Forest 
96% 88% 80% 71% 

Gradient 

Boosting 
96% 89% 80% 71% 

MLP (class) 84% 74% 71% 65% 

MLP (class + 

image) 
94% 89% 81% 73% 

RN [17] 96% 91% 90% 88% 

Proposed 

Model 
98% 98% 97% 97% 

 

The experimental results for the false alarm rate are 

shown in Table 2. It is important to minimize the false alarm 

rate to use the proposed model in real life. In the experiment, 

we consider the occurrence of two types of false alarms out 

of 720 test data sets. In the first type, the model predicts a 

safe situation as a dangerous situation. In the second type, 

the model predicts a dangerous situation as a safe situation. 

As shown by the results, the proposed model is the most 

stable because it exhibits the lowest false alarm rate. 

  
Table 2. False alarm rate of dangerous situation classification. 

Model 
Object Detection Model Accuracy 

100% 90% 80% 70% 

MLP 

(class) 
4.3% 6.3% 5.1% 9.8% 

MLP 

(class + 

image) 

8% 10.1% 15.8% 15.4% 

RN [17] 2.5% 2.2% 3.3% 5.3% 

Proposed 

Model 
0.9% 1.6% 1.8% 2.1% 

 

In summary, we generate experimental data to evaluate 

the performance of the proposed model and compare it with 

several baseline models. Experimental results show that the 

proposed model outperforms the baseline. Even when 

object detection accuracy is low, the classification accuracy 

of the proposed model is better compared to the baseline 

models. Consequently, the proposed model can overcome 

the limitation of the dependence of dangerous situation 

classification on object detection. 

 

V. Conclusion and Future Work 
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We propose a method that utilizes deep learning. The 

proposed method overcomes the problem of existing danger 

detection methods, i.e., the strong dependence of dangerous 

situation classification on object detection. Experiments 

performed using actual video data sets show that the 

proposed method outperforms other methods. In addition, 

when object detection accuracy deteriorates, the proposed 

method exhibits better accuracy of danger situation 

classification compared with other methods. We performed 

experiments using actual video data sets that we generated.  

In future, experiments must be performed using CCTV 

datasets to evaluate the suitability of the proposed model 

for real-world applications. For example, there is a publicly 

available UFC Crime dataset. In addition, it would be 

interesting to develop an end-to-end learnable model for 

danger detection through automatic visual surveillance, 

instead of using an external object detection model (i.e., 

YOLO). 
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