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I. INTRODUCTION  

In today’s digital world, the internet has become a daily 
source for information, entertainment, and education. Vis-
ual content, particularly images and videos, has become 
dominant in online communication, significantly influenc-
ing how we consume information [1]. Platforms like 
YouTube, TikTok, Instagram, X (formerly as Twitter) and 
Facebook et al. have significantly contributed to this trend. 
In 2023, the average person spent 17 hours per week watch-
ing online videos, and 86% of consumers report spending 
at least a quarter of their social media time watching videos. 
For instance, Facebook users collectively streamed over 2 
billion videos each month, with video content accounting 
for 50% of their time on the platform [2]. 

The volume of data generated online is overwhelming. 
In 2020, Internet users generated 64.2 zettabytes (ZB) of 
data, an amount that experts predict will more than double 
to 147 ZB by the end of 2024 [3]. A large portion of this 
data is composed of images and videos. However, in recent 
years, the rise of visual content forgery has emerged as a 
significant issue within the internet community and social 
media applications, raising serious ethical and social con- 
cerns. Online applications and Social Medias, such as Snap- 

chat, Instagram, Facebook, Reddit et al. have used deep 
learning (DL) techniques to develop tools to facilitate users 
to create fake images and videos, which is usually called 
“Deepfake”. The easy access of these tools makes the situ-
ation worse [4].  

While deepfakes can enhance user experiences in various 
legitimate contexts, such as entertainment, education, in-
dustry, and marketing, they also present serious threats 
when exploited maliciously. Examples of misuse include 
spreading misinformation, inciting political discord, and 
even harassment [6-7]. Reports indicate that adult content 
platforms hosted thousands of deepfake videos, illustrating 
the breadth of this issue [6].  

As a combination of "deep learning" and "fake," deep-
fakes refer to highly realistic audiovisual content created 
using deep learning techniques. Initially derived by a Red-
dit user for face-swapping in videos, the term now encom-
passes a range of manipulations including facial expression 
re-enactment, body and background alteration, and audio 
synthesis. While deepfakes are a product of advancements 
in AI, machine learning, and deep learning, the term often 
implies misuse for unethical or illicit purposes [4-6]. Deep-
fake technology typically utilizes Generative Adversarial 
Networks (GANs), which involve two neural networks: a 
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generative network and a discriminative network. The gen-
erative network, using an encoder and decoder, creates fake 
images or videos, while the discriminative network assesses 
their authenticity [10-22]. 

Despite extensive research on deepfake creation, detec-
tion, and dataset development, few studies have fully inte-
grated all three aspects in a single paper. Our study aims to 
bridge this gap by presenting a comprehensive process for 
generating fake images, developing a dataset, and training 
detection models to improve accuracy. We focused on three 
prominent political figures: Vladimir Putin, Joseph Biden, 
and Narendra Modi. Real images were collected from 
Google Photos, Instagram, and YouTube to ensure a wide 
range of facial expressions and characteristics. High-qual-
ity fake images were generated using DeepFaceLab and 
FaceSwap, creating a comprehensive dataset for testing, 
which included 600 real and 600 deepfake images. We em-
ployed data augmentation techniques as a key part of the 
data engineering process, ensuring better diversity and in-
crease robustness in training samples. 

Three pre-trained models—VGG16, MobileNet, and In-
ceptionV3—were used for deepfake detection, with Incep-
tionV3 achieving the highest accuracy of 98.97%. While 
cross-dataset evaluations revealed limitations in the 
model’s generalizability, training on a combined dataset 
improved accuracy to 72.76% with batch normalization. 
However, further modifications such as dropout and un-
freezing pre-trained layers led to a drop in performance, 
emphasizing the importance of preserving critical pre-
trained features. Our findings contribute to the broader field 
of deepfake detection and may be generalized to similar de-
tection task. 

One of the key contributions of this paper is that we used 
a combination of data engineering techniques to generate 
deepfake datasets that are balanced. So, in this paper we are 
not using any benchmark dataset, but showcasing our data 
engineering approach to create our own deepfake datasets, 
suitable for our purpose. Another key contribution is that 
we perform empirical evaluation of existing state-of-the-art 
deep learning architectures on the generated dataset, for our 
task. 

The remainder of the paper is organized as follows. In 
Section II, we review related works – mentioning some 
deepfake datasets, generation tools, detection tools and 
cross-dataset evaluation. In Section III, we describe our da-
taset and data engineering methods. In Section IV, we de-
scribed the experiments and results on cross dataset and 
combined dataset. In the last Section, we discussed our 
overall findings. 

  

Ⅱ. RELATED WORKS 

This section reviews deepfake datasets, generation mod- 

els, detection techniques, and cross-dataset generalization 
issues. Key datasets like FaceForensics++ and DFDC have 
driven advancements in detection, while tools such as 
DeepFaceLab and FaceSwap use GANs for high-quality 
deepfake creation. CNN models like XceptionNet, VGG16, 
and InceptionV3 show strong detection results on individ-
ual datasets but struggle with generalization across unseen 
datasets. Combining multiple datasets improves model ro-
bustness and accuracy. 

 
2.1. Deepfake Datasets 

In the research of deepfake, dataset plays critical role in 
improving the accuracy of detection algorithms. There are 
several public datasets have been widely adopted and each 
offers unique characteristics and challenges for model train-
ing and evaluation. Here we check out FaceForensics++, 
the DeepFake Detection Challenge Dataset (DFDC), Celeb-
DF, and DF-TIMIT. 

FaceForensics++ is a benchmark dataset consisting of 
manipulated videos created using four different methods, 
including DeepFakes [12], Face2Face [14], FaceSwap [14] 
and NeuralTextures [15]. This dataset provides a large cor-
pus of manipulated and original videos, making it one of 
the most utilized resources for training and testing deepfake 
detection models [15]. Similarly, the DFDC dataset [16], 
released by Meta in 2020 in collaboration with various ac-
ademic institutions, provides a diverse set of real and deep-
fake videos aimed at supporting research in developing 
more robust detection algorithm 

Celeb-DF dataset includes 590 original videos collected 
from YouTube with subjects of different ages, ethnic groups 
and genders, and 5,639 corresponding DeepFake videos 
[18]. Celeb-DF was introduced to address limitations in ear-
lier datasets such as low visual quality. 

This high-quality dataset consists of celebrity videos and 
has become a key benchmark in evaluating the performance 
of deepfake detection models [20]. 

Compared to other datasets, DF-TIMIT is smaller but it 
offers a quality-focused dataset where GAN-based methods 
are used for face swapping. This feature makes it a useful 
tool, especially for assessing deepfake manipulation tech-
niques [21]. 

 
2.2. Deepfake Generation Tools 

Generative Adversarial Networks (GANs) and its vari-
ants are the most popular ones used in the generation of 
deepfake images and videos since they can produce high-
quality, realistic images [22]. The most prominent tools for 
generating deepfakes are DeepFaceLab, DeepFakeSwap, 
DeepSwap, and FaceSwap. DeepFaceLab is an open-source 
framework that allows for the creation of realistic deep-
fakes by using deep learning models for face swapping. It 
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has become a popular tool due to its user-friendly interface 
and the high quality of generated content [23]. Similarly, 
FaceSwap is another widely used platform for facial manip-
ulation, leveraging GANs to align facial features and pro-
duce photorealistic results [16].   

DeepSwap can also be used to create high-resolution 
face swaps with minimal effort. This tool is user friendly 
and accessible to both casual users and professionals, ena-
bling the creation of highly realistic outputs with ease. On 
the other hand, DeepFakeSwap allows users to fine-tune as-
pects such as facial alignment and blending. This makes it 
particularly appealing to advanced users who require 
greater control over the details in generating deepfakes [40]. 

Another model worth mentioning is the First Order Mo-
tion Model for Image Animation, which has also gained 
popularity for its ability to animate still images by generat-
ing motion fields from source videos, further enhances the 
quality of deepfakes [19]. 

   
2.3. Deepfake Detection Tools 

As a primary defense against the growing threat of deep-
fakes, the field of deepfake detection has gained significant 
attention from researchers and experts in recent years. This 
focus has led to the development of numerous detection 
techniques aimed at identifying manipulated media. Tools 
like Microsoft’s Video Authenticator is used to analyze ma-
nipulation confidence scores, while FakeBuster detects fake 
video conferencing through deep learning and facial seg-
mentation. Similarly, FakeCatcher innovatively uses photo-
plethysmography to identify subtle biological cues like 
pulse variations in manipulated videos. These tools help in 
detecting deepfakes [5]. 

Various deep learning architectures have been exten-
sively studied for deepfake detection, demonstrating vary-
ing degrees of success depending on the specific dataset and 
application. 

In Rana et al. [5] the systematic review of 112 studies 
(2018−2020) highlights that deep learning, particularly 
CNNs, is widely used for deepfake detection. The most 
commonly used dataset is FaceForensics++. Detection ac-
curacy is the key performance metric, and deep learning 
models generally outperform non-deep learning approaches. 
XceptionNet, VGG16, InceptionV3 and MobileNet are 
some key deep learning architectures that have been de-
ployed in in this domain. They are briefly introduced as fol-
lows.  

XceptionNet, a convolutional neural network (CNN) ar-
chitecture, has been one of the most frequently used models 
for detecting manipulated images and videos. Some studies 
show that XceptionNet has achieved detection accuracies 
ranging from 90% to 99% on datasets such as FaceForen-

sics++ and Celeb-DF, which makes it one of the top-per-
forming models in Deepfake detection area [24]. VGG16 is 
a convolutional neural network (CNN) model with 16 lay-
ers, designed for image classification tasks. It can catego-
rize images into 1,000 object classes, including animals, ob-
jects like keyboards, and more. VGG16 improves upon 
AlexNet [25]. by using smaller 3×3 kernel-sized filters and 
consistently applying convolution and max-pooling layers 
throughout the network. Despite being an older architecture, 
VGG16 remains effective in detecting manipulated content, 
particularly in specialized datasets [26]. InceptionV3, a 
convolutional neural network (CNN) that helps with image 
analysis and object detection, has demonstrated exceptional 
performance in detecting deepfakes, achieving an accuracy 
of over 98% in some experiments. However, its generaliza-
tion to unseen datasets is often limited, as its performance 
tends to degrade when tested across different datasets [26]. 
EfficientNet, a family of convolutional neural networks 
(CNNs) developed by Google in 2019, designed for image 
classification tasks, has become a powerful tool for detect-
ing deepfakes, especially when working with larger datasets 
[27]. MobileNet is also used in deepfake detection due to 
its lightweight and efficient design, making it particularly 
suitable for deployment in resource-constrained environ-
ments like mobile devices [9]. 

Another approach that has been used in this domain, was 
Vision Transformers (ViTs). This method effectively cap-
tured fine-grained patterns in manipulated images and vid-
eos, achieving a high detection accuracy [36]. Error-level 
analysis (ELA) combined with deep learning, has been per-
formed to leverage compression artifacts to identify incon-
sistencies in manipulated content. This enhanced both the 
accuracy and computational efficiency of deepfake detec-
tion [37]. Additionally, blockchain-based methods have 
successfully been used in fake news detection [41]. 

   
2.4. Cross-Dataset Evaluation 

Cross-dataset evaluations refer to the process of as-
sessing the performance of machine learning models, par-
ticularly in deepfake detection, across different datasets. 
Cross-dataset evaluations have shown that even high-per-
forming models like XceptionNet and InceptionV3 experi-
ence a significant drop in accuracy when applied to unseen 
datasets, which indicates the limited generalizability of 
models across different datasets. Combining multiple da-
tasets for training has proven to improve model generaliza-
tion. For example, combining data from FaceForensics++ 
and Celeb-DF has been shown to enhance performance by 
incorporating a broader range of manipulated and real im-
ages, resulting in higher detection accuracy [31]. 
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Ⅲ. METHODS 

The study collected data on Vladimir Putin, Joseph 
Biden, and Narendra Modi from sources like Google Pho-
tos, Instagram, and YouTube, focusing on diverse images. 
Tools such as DeepFaceLab and FaceSwap generated high-
quality deepfakes. The final dataset included 600 real and 
600 fake images, providing a comprehensive base for train-
ing deepfake detection models. 

 
3.1. Data Collection 

The process of gathering data for our study was essential 
since the performance of deepfake detection algorithms is 
directly impacted by the quality and diversity of the photos. 
We concentrated on three well-known political figures: 
Vladimir Putin, Joseph Biden, and Narendra Modi, to create 
an extensive dataset of authentic pictures of these individu-
als. The images were taken from publicly available sites 
such as YouTube, Instagram, and Google Photos, thus a 
wide range of each person's expressions and face character-
istics were captured. 

 
3.1.1. Google Photos 

We collected high-resolution photos of the three presi-
dents using Google Photos. The search was customized to 
encompass a range of situations, including formal functions, 
private gatherings, and public appearances. To ensure the 
diversity of the dataset, keywords covering a wide range of 
expressions and viewpoints were carefully chosen. 

After retrieving the images, we filtered the data to get rid 
of duplicates and poor-quality photos that might interfere 
with the training process. Images were also examined to en-
sure they were clear and accurately represented the subject 
without significant distortion.  

  
3.1.2. Instagram 

Popular social media site Instagram offered a wealth of 
photos of the presidents in more relaxed environments. To 
collect real photos, we concentrated on official accounts 
and verified posts from reliable sources. Using this site to 
gather pictures of the presidents at different times of day 
and in different lighting situations was helpful.  

  
3.1.3. Youtube 

Frames from the three presidents' speeches, interviews, 
and public broadcasts were taken from YouTube, a huge 
collection of video footage. Videos were chosen for extrac-
tion based on their clarity and resolution and verified 
sources. 

We took frames at predetermined intervals, concentrat-
ing on the presidents' distinct face features and clear visi-
bility as in Fig. 1. The dynamic range of expressions and 

situations typical of video content was ensured in the da-
taset by this strategy, which is important for training models 
that will be applied to both static photos and video streams 
in the future. 

 
3.2. Deepfake Generation 

The quality of the training data has a big impact on how 
accurate deepfake detection models are. Two well-known 
programs, DeepFaceLab and FaceSwap, were employed to 
make sure our deepfake dataset was comprehensive. These 
tools were picked because they have a track record of cre-
ating high-quality deepfakes, which are essential for care-
fully evaluating and testing the limits of detection algo-
rithms [4]. 

The first step in creating a deepfake is to identify and 
align faces in the original photos as shown in Fig. 2. After 
aligning, the tools transfer the presidents' facial traits onto 
target images to accomplish face swapping. This technique 
necessitates exact control over facial features including 
lighting and expression. The exchanged faces were flaw-
lessly integrated with their backdrops using advanced 
blending techniques to produce as realistic looking deep-
fakes as possible [4]. Post-processing techniques like color 
correction and edge blending further refine this integration, 
which enhance the visual fidelity of the deepfakes and make 
them more challenging for detection models to identify. 

 
(a) Biden 

 
(b) Putin 

 

 
(c) Modi 

Fig. 1. Presidents' distinct faces. 

 
 

 
  
  

Fig. 2. Deepfake image of Putin using FaceSwap. 
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The balanced proportion of real and fake images was in-
cluded in the datasets for each president, which was essen-
tial for developing and testing the detection models. The 
Modi Dataset was made up of 200 deepfake images and 200 
genuine images that were gathered from different sources. 
The 200 genuine photos in the Biden Dataset were gathered 
from several sources, and 200 deepfake images were gen-
erated. The Putin Dataset included 200 deepfake photos in 
addition to 200 authentic images gathered from other 
sources (Table 1). 

After preparing individual datasets for each president, 
they were combined into a comprehensive dataset contain-
ing 600 real images and 600 fake images. This merged da-
taset is designed to train and evaluate deepfake detection 
models on a larger scale. 

Our method for detecting deepfakes involved a system-
atic approach using a combination of pre-trained convolu-
tional neural network (CNN) models, tailored prepro-
cessing, and extensive evaluation across multiple datasets. 
The following (Fig. 3) outlines the key steps we took to de-
velop and evaluate the accuracy of our deepfake detection 
models. 

 
3.3. Preprocessing 

The preprocessing method involved several key steps Fig. 
3. The first step in our method was to preprocess the image 
data to ensure consistency and optimize the input for the 
models. We resized all images to 255×255 pixels, a stand-
ard size that balances computational efficiency with the 
need to maintain sufficient detail in the images. This resiz-
ing step was critical for ensuring that the pre-trained models 
could process the images effectively and make accurate pre-
dictions. 

Each pixel value in the images was normalized to a range 
of [0, 1] by dividing by 255. This step helps in speeding up 
the convergence of the training process by ensuring that the 
input data has a consistent scale, preventing any one feature 
from dominating the learning process. 

To enhance the performance of the models, data augmen-
tation techniques such as random rotations, flips,and shifts 
were applied to the training images. In practice, augmenta-
tions help in simulating different real-world scenarios, mak-
ing the models more resilient to variations in input image 
[32]. 

 
3.4. Data Engineering 

Our data was pre-processed through resizing and data 
augmentation, as mentioned. Our data engineering ap-
proach was to perform (a) single dataset learning with cross 
dataset evaluation, and (b) combined dataset learning with 
cross dataset evaluation.  

In the single dataset learning, we identified images that 
were difficult to learn, augmented them, and then identified 
the best model. In the combined dataset learning, we took 
the best performing model, added layers that improved ac-
curacy, and retrained the model.  

We implemented MixBoost, a mask-based augmentation 
technique targeting critical image regions like facial fea-
tures prone to manipulation. This enhanced the model’s 
ability to detect subtle differences between real and fake 
images [38]. 

Further, we implemented Smart Augmentation, combin-
ing existing samples to create hybrid examples that amplify 
challenging features in the dataset [39]. 

 
3.5. Models Used 

To detect deepfakes, we selected three widely recognized 
pre-trained models: VGG16 [26], MobileNet [24] and In-
ceptionNet [27]. They were chosen for their architectures 
and track records in broader image classification tasks. 
Their architectures are shown in Fig.s 4-6. This paper did 
not seek to report the performance of all known models, ex-
haustively, but to showcase the integration of data engineer-
ing in this domain.  

The models were trained on dataset of each president and 
evaluated for identifying deepfakes within the specific con-
text [32]. We experimented with adding dense layer, batch 
normalization and dropout to improve the best model.   
  

Ⅳ. EXPERIMENTS AND RESULTS 

This section presents a systematic approach to evaluating 
and improving deepfake detection models across various 
datasets, emphasizing both achievements and opportunities 
for further enhancement.  

  
4.1. Same Dataset Experiment and Evaluation 

We used the same three pre-trained models with each da-
taset. After each model was refined using the president-spe- 

Table 1. Images in the dataset. 

 Number of 
real images 

Number of 
deepfake images 

Modi dataset 200 200 

Biden dataset 200 200 

Putin dataset 200 200 

Combined 600 600 

  
  

Fig. 3. Data processing pipeline. 
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cific datasets, it was evaluated. 
 

4.1.1. Narendra Modi Dataset 
Using this dataset, each model was trained, and its per-

formance was evaluated using the validation set. The mod-
els were able to distinguish between real and fake images 
with varying degrees of accuracy. According to the results 
(Table 2), InceptionV3 and VGG16 were the two models 
that performed the best on this dataset.  

The MobileNetV2 model showed lower accuracy, poten-
tially due to its lightweight architecture, which might not 
have captured the complex features of the dataset as effec-
tively as the other models. 

   
4.1.2. Vladimir Putin Dataset 

The InceptionV3 model significantly outperformed 
(98.26%) the others on the Putin dataset, suggesting its su-
perior ability to learn from the complex patterns in this da-
taset. MobileNetV2 also performed well, while VGG16 
showed comparatively lower accuracy (Table 3). 

   
4.1.3. Joseph Biden Dataset   

The models were trained on the Biden dataset yielded the 
highest accuracy scores across all the datasets.  

Among the models for the Biden dataset, the Inception 

V3 has the highest accuracy score of 98.97% (Table 4). 
  

4.2. Cross Dataset Experiment and Evaluation 
Since the InceptionV3 model performed the best on each 

individual dataset, we chose to use this model exclusively 
for our cross-dataset evaluation. The goal was to assess how 
well the model, trained on one president's dataset, could 
generalize when tested on the datasets of the other two pres-
idents. 

When the InceptionV3 Model trained on the Biden da-
taset was tested on the datasets of Putin and Modi, it 
achieved accuracy rates of 48.7% and 50%, respectively, as 
seen in Fig. 4. This suggests a little decline in performance, 
underscoring the difficulties in predicting to new data. 
These findings verify that although the InceptionV3 model 
performs well on individual datasets, its generalizability 
across many datasets is constrained.  

The differences in accuracy point to the need for more 
improvement in deepfake detection algorithms' cross-da-
taset generalization. 

  
4.3. Combined Dataset Experiment and Evaluation 

We combined the datasets of the three presidents to pro-
duce a dataset containing 600 real photographs and 600 

Table 2. Results of modi dataset.                           

Model Training accuracy and validation accuracy graph Training loss and validation loss graph Result (%)

VGG16 

  

70.37 

InceptionNet 

 

77.78 

MobileNet 

  

68.52 
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Table 3. Results of putin dataset.                     

Model Training accuracy and validation accuracy graph Training loss and validation loss graph Result (%) 

VGG16 

 

89.57 

InceptionNet 

  

98.26 

MobileNet 

  

88.70 

Table 4. Results of biden dataset.                           

Model Training accuracy and validation accuracy graph Training loss and validation loss graph Result (%) 

VGG16 

 

96.91 

InceptionNet 

 

98.97 

MobileNet 

 

97.94 
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fake images to build a more broadly applicable model. For 
additional testing, the InceptionV3 model was selected 
since it had demonstrated the highest accuracy in individual 
tests (Table 5). 

By including Batch Normalization in between the dense 
layers, we were able to increase the accuracy of the model 
to 72.76% for the entire dataset. Reducing overfitting by 
adding dropout layers led to a minor decline in accuracy to 
71.27%. We retrained the InceptionV3 model on the com-
bined dataset by unfreezing its previous layers. However, 
this method resulted in a significant reduction in accuracy 
to 41%, indicating that unfreezing the layers disrupted sig-
nificant characteristics included in the pre-trained layers. 
The curve shows an overfitting issue. This experiments also 
highlights that training on focused datasets would likely do 
better.   

4.4. Discussion 
The InceptionV3 model outperformed the other models 

consistently, as demonstrated by the experiments conducted 
on all datasets. It achieved the best accuracy rates on the 
Biden and Putin datasets and showed strong performance 
on the Modi dataset. The results of the cross-dataset exper-
iments (Fig. 7) indicate that while the InceptionV3 model 
performs well on individual datasets, its generalizability 
across different datasets is constrained. 

When tested on the combined dataset, the InceptionV3 
model's performance initially improved with modifications 
such as adding Batch Normalization, but accuracy de-
creased when additional techniques like dropout were ap-
plied. Moreover, unfreezing the pre-trained layers and re-
training the model resulted in a significant drop in accuracy. 
This suggested that using InceptionV3 with dense layer and 
batch-normalization layer worked the best. 

However, the algorithms likely picked up the differences 
between Biden and Putin well, but not the differences be-
tween real and fake. The training curve on combined da-
tasets showed high accuracy, but it could generalize to un-
seen data well on the combined dataset – indicating the im-
portance for data engineering. 

  

Ⅴ. DISCUSSION AND CONCLUSION 

This study evaluates deepfake generation and detection 
methods, focusing on political figures Vladimir Putin, Jo-
seph Biden, and Narendra Modi. We created a dataset of 
600 real and 600 deepfake images using tools like Deep-
FaceLab and FaceSwap. Our experiments with pre-trained 
CNN models revealed that InceptionV3 achieved the high-
est accuracy at 98.97%. However, while it excelled on indi-
vidual datasets, its performance declined in cross-dataset 
evaluations, highlighting challenges in generalization. With 
combining datasets, our own pre-trained models performed 
well with accuracy of 72.76%. But, applying dropout layers 
and unfreezing model layers, decreased performance, indi-
cating the importance of preserving the pre-trained features. 
To improve the model's generalization capabilities, we can 
enhance the dataset by collecting more focused and repre-
sentative data. Diversity in images (different persons) is not 
contributing to detection of fake. In layman language, we 
will get higher accuracy if we use real and fake data of one 
person, rather than using a larger real and fake dataset of 
multiple persons.  

Our findings emphasize the need for data engineering 
and focused training datasets to enhance deepfake detection 
methodologies, contributing valuable insights applicable 
across various domains affected by manipulated media. 

Future research will aim to enhance deepfake detection 
by expanding the dataset to include a broader range of po- 

  

Fig. 4. MobileNet architectural diagram. 

  

Fig. 5. VGG16 architectural diagram. 

 
  

Fig. 6. InceptionNet architectural diagram. 
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litical figures and contexts, which will improve model gen-
eralization.  
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