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I. INTRODUCTION  

The emergence of generative AI has brought about the 
potential for revolutionary changes in public administration. 
The integration of large language models (LLMs) into In-
telligent Public Sector Automation (IPSA) is expected to 
yield various benefits, including improved administrative 
efficiency, enhanced decision-making processes, and hig-
her quality citizen services [1-2]. 

The main objectives of this study are multifaceted and 
comprehensive. The primary aim is to systematically ana-
lyze the key challenges and issues to consider when imple-
menting LLMs in IPSA. This analysis delves into technical, 
organizational, and ethical aspects of the integration pro-
cess, providing a holistic view of the potential hurdles that 
public sector organizations may face. Additionally, this re-
search seeks to explore solutions to these challenges. By 
drawing on both theoretical frameworks and practical expe-
riences, the study proposes actionable strategies that can 
help overcome the identified obstacles. This includes exam- 

ining best practices from various sectors and adapting them 
to the unique context of public administration. 

The study further conducts an in-depth analysis of the 
ChatGB case in Gyeongsangbuk-do. This case study serves 
as a practical example of LLM-IPSA integration, allowing 
for examination of the problems encountered during actual 
implementation and their solutions. By studying a real-
world application, the research bridges the gap between the-
oretical understanding and practical implementation. Based 
on the comprehensive analysis and case study findings, this 
study derives strategic recommendations for the successful 
implementation of LLM-IPSA integration. These recom-
mendations are tailored to the specific needs and constraints 
of public sector organizations, taking into account factors 
such as regulatory environments, resource limitations, and 
public accountability. 

This research aspires to provide practical guidelines for 
digital innovation in Korean public administration. The 
adoption of AI in the public sector is recognized not merely 
as a technological endeavor but as a complex process that 
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encompasses organizational, legal, and ethical dimensions. 
Therefore, this study addresses these various aspects, offer-
ing a multi-faceted approach to IPSA implementation. 
Through achieving these objectives, this research contrib-
utes to the growing body of knowledge on AI in public ad-
ministration and provides valuable insights for policymak-
ers, public administrators, and technology specialists in-
volved in the digital transformation of government services. 

 

Ⅱ. THEORETICAL BACKGROUND 

2.1. Large-Scale AI and Large Language Models (LLMs) 
The emergence of Large Language Models (LLMs) in 

public administration represents not merely a technological 
advancement, but a fundamental shift in how administrative 
systems process and manage information. Traditional data-
base systems and LLMs exhibit distinct operational para-
digms that must be carefully understood for successful im-
plementation in public administration contexts [3]. 

Traditional SQL-based administrative systems operate 
on principles of deterministic data processing, employing 
rigid schema definitions and explicit relationships between 
data elements. These systems ensure data integrity through 
ACID (Atomicity, Consistency, Isolation, Durability) prop-
erties, providing guaranteed accuracy in transaction pro-
cessing. For instance, when processing citizen records, SQL 
databases maintain precise relationships between personal 
information, service history, and eligibility criteria through 
explicit foreign key relationships and constraint enforce-
ment. 

In contrast, LLMs operate on probabilistic principles, 
utilizing deep learning models trained on massive datasets 
to understand and generate human-like text. While models 
like GPT-3 with 175 billion parameters demonstrate re-
markable capabilities in natural language processing, their 
fundamental operation differs significantly from traditional 
systems. Rather than explicit data relationships, LLMs 
learn patterns and associations through training, employing 
transformer architectures to capture contextual relation-
ships in data [4-5]. 

The architectural differences between these systems 
manifest in their data processing mechanisms and verifica-
tion methodologies. Traditional SQL systems execute pre-
cise queries with deterministic results, whereas LLMs gen-
erate probabilistic responses based on learned patterns. This 
fundamental difference necessitates the development of hy-
brid implementation strategies that can maintain the accu-
racy requirements of public administration while leverag-
ing the advanced capabilities of LLMs. The verification and 
validation processes also differ substantially, with SQL sys-
tems employing direct data verification through constraints, 
while LLMs utilize confidence scoring and contextual val- 

idation mechanisms. 
The integration of AI-based process automation in public 

administration necessitates a sophisticated understanding 
of both traditional and AI-driven processing mechanisms. 
This understanding becomes particularly crucial when im-
plementing systems that must maintain the reliability of tra-
ditional processing while leveraging the advantages of AI 
capabilities. 

Traditional automation systems have established them-
selves as reliable tools for processing structured workflows 
and making deterministic decisions. These systems excel in 
maintaining clear audit trails and integrating directly with 
existing infrastructure. The advent of AI-based systems has 
introduced new capabilities for natural language under-
standing and adaptive processing, enabling more sophisti-
cated approaches to public service delivery. 

The successful integration of these capabilities requires 
careful consideration of the processing architecture and se-
curity implementation. Modern public administration sys-
tems must implement hybrid processing frameworks that 
can validate operations in real-time while maintaining high 
performance standards. These systems must also incorpo-
rate sophisticated security measures, including multi-layer 
authentication and context-aware authorization protocols, 
to protect sensitive administrative data. 

 
2.2 Definition and Importance of IPSA (Intelligent Pub-

lic Sector Automation) 
IPSA represents a comprehensive framework that inte-

grates traditional administrative systems with advanced AI 
capabilities [6], specifically designed for the unique re-
quirements of public administration. This integration ad-
dresses technical implementation, security considerations, 
and compliance requirements through a cohesive approach 
to system design and operation. 

The technical integration aspect ‘IPSA’ focuses on creat-
ing robust hybrid architectures that combine the strengths 
of both SQL and LLM systems. These architectures incor-
porate real-time validation systems and error correction 
mechanisms to ensure consistent accuracy in administrative 
operations. Performance optimization remains a continuous 
process, with systems actively monitoring and adjusting op-
erations to maintain optimal efficiency [7]. 

The fundamental components of IPSA can be catego-
rized into several key assets, as shown in Table 1. 
  

2.3 Ethical Considerations in AI Adoption in the Public 
Sector 

The integration of Large Language Models (LLMs) and 
Intelligent Public Service Automation (IPSA) presents sig-
nificant ethical challenges that must be carefully addressed 
within the public administration context. Drawing from ex- 
isting literature [8], four fundamental ethical considerations 
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emerge as critical framework components: algorithmic fair-
ness, which ensures equitable treatment across all demo-
graphic groups in AI system decisions; transparency and 
explainability, focusing on the comprehensibility of AI de-
cision-making processes; accountability, establishing clear 
lines of responsibility for system outcomes; and privacy 
protection, emphasizing the secure management and appro-
priate utilization of citizens' personal information. These 
ethical considerations serve as cornerstone elements in con-
structing a comprehensive AI governance framework, re-
quiring continuous evaluation and adaptation throughout 
the system's lifecycle from initial design to operational im-
plementation. 

While the LLM-IPSA integration holds considerable 
promise for transformative innovation in public administra-
tion, its successful implementation demands a holistic ap-
proach that transcends purely technical considerations. This 
necessitates careful attention to organizational dynamics, 
social implications, and ethical frameworks working in 
concert to ensure effective system deployment. To better 
understand these multifaceted challenges and develop prac-
tical solutions, subsequent analysis will focus on the 
ChatGB case study in Gyeongsangbuk-do, providing em-
pirical insights into the real-world application of LLM 
based IPSA integration. This case study will serve as a val-
uable platform for examining how theoretical ethical con-
siderations manifest in practical implementation scenarios. 

  

Ⅲ. CORE CHALLENGES IN LLM-BASED 
PUBLIC ADMINISTRATION 

The integration of Large Language Models (LLMs) into 
public administration systems presents several significant 
challenges that must be carefully addressed to ensure suc-
cessful implementation. This section examines three critical 
challenges: data accuracy and quality assurance, security 
and access control, and legal compliance frameworks. 

  

3.1. Data Accuracy and Quality Challenges 
The fundamental differences between traditional SQL 

database systems and LLM-based systems create unique 
challenges in ensuring data accuracy and quality. Tradi-
tional SQL databases maintain data integrity through rigid 
schema definitions [9], explicit relationships, and ACID 
(Atomicity, Consistency, Isolation, Durability) properties. 
In contrast, LLM systems operate on probabilistic models 
and pattern-based learning, which introduces potential ac-
curacy concerns for public administration applications. 

To address these challenges, this study proposes a hybrid 
architecture that leverages the strengths of both systems. 
This architecture implements a validation middleware layer 
that acts as a bridge between the SQL database's structured 
data and the LLM's natural language processing capabilities. 
The middleware performs real-time validation of LLM out-
puts against the authoritative SQL database, ensuring accu-
racy while maintaining the benefits of natural language in-
teraction. 

Analysis of implementation cases reveals that organiza-
tions successfully managing these challenges typically em-
ploy a comprehensive quality control framework. For in-
stance, Singapore's GovTech implementation demonstrates 
the effectiveness of continuous monitoring systems that 
track accuracy metrics and trigger manual reviews when 
necessary [10]. These systems have achieved accuracy rates 
exceeding 99% in public service applications while main-
taining the usability advantages of LLM interfaces. 

 
3.2. Security and Access Control 

Security considerations in LLM-based public admin-
istration systems extend beyond traditional database secu-
rity measures. While SQL databases implement security 
through role-based access control and data encryption, 
LLM systems require additional security layers to protect 
against unique vulnerabilities such as prompt injection at-
tacks and output manipulation. 

The analysis identifies three critical security components 
[12-13] for LLM-based public administration systems: First, 
a multi-layer authentication framework that combines tra-
ditional security measures with LLM-specific protections. 
This includes multi-factor authentication, role-based access 
control, and context-aware authorization systems. Estonia's 
X-Road AI implementation demonstrates the effectiveness 
of this approach, achieving zero security breaches while 
processing millions of transactions. 

Second, comprehensive data security protocols that en-
sure protection at rest and in transit. This includes imple-
menting advanced encryption standards (AES-256 for data 
at rest, TLS 1.3 for data in transit) and maintaining detailed 
audit trails of all system interactions. 

Third, a robust monitoring and incident response system 
capable of detecting and addressing both traditional and 
LLM-specific security threats. The UK's NHS AI Lab im- 

Table 1. Asset of IPSA. 
Component Description 

Process automation Automation of repetitive and rule-
based tasks 

Intelligent document 
processing 

Document understanding and pro-
cessing using OCR and natural lan-
guage processing 

Decision support Data analysis and AI-based decision 
support systems 

Citizen interface Citizen service provision using chat-
bots, voice recognition, etc. 
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plementation provides a notable example of successful se-
curity monitoring in a sensitive data environment. 

 
3.3. Legal Compliance Framework 

The implementation of Large Language Models (LLMs) 
in Korean public administration faces significant regulatory 
challenges due to the stringent requirements established by 
Korea's Data 3 Laws: the Personal Information Protection 
Act (PIPA), the Information and Communications Network 
Act, and the Credit Information Act. Each of these legisla-
tive frameworks imposes specific obligations for data han-
dling and protection, necessitating a comprehensive com-
pliance approach for successful LLM deployment. Central 
to this approach is PIPA compliance, which demands a 
structured data processing system incorporating clear pur-
pose specification, consent management, automated pri-
vacy impact assessments, and data minimization controls. 
This system must be augmented with privacy-preserving 
computation techniques that enable LLMs to process per-
sonal information while maintaining regulatory compliance 
[14-16]. 

To address the remaining regulatory requirements, a ro-
bust framework must incorporate specialized security ar-
chitectures and financial data protection measures. The In-
formation and Communications Network Act compliance is 
achieved through the implementation of network segrega-
tion, comprehensive access control systems, and sophisti-
cated incident response capabilities, including real-time se-
curity monitoring and automated breach detection systems 
with established notification protocols. Additionally, Credit 
Information Act compliance demands specialized data pro-
tection measures for financial information processing, en-
compassing secure data storage systems, strict access re-
strictions, and comprehensive usage monitoring. This inte-
grated framework supports precise data classification and 
maintains detailed audit trails of all financial data access, 
ensuring comprehensive compliance across all three regu-
latory domains while enabling effective LLM operation in 
public administration contexts. 

 
3.4. Solution Implementation Strategy 

Successful implementation of these solutions requires a 
carefully planned strategy. The research suggests a phased 
approach that begins with foundational infrastructure and 
gradually introduces more advanced features. This ap-
proach has proven successful in multiple international im-
plementations, including Denmark's MindLab and Austral-
ia's Digital Transformation Agency projects. 

 
The implementation strategy should include: 
1. Initial deployment of basic infrastructure and security 

frameworks 

2. Integration of SQL and LLM systems with validation 
mechanisms 

3. Progressive enhancement of features and optimization 
of performance 

 
Continuous monitoring and improvement processes are 

essential for maintaining system effectiveness. Regular as-
sessment of performance metrics, security incidents, and 
compliance violations enables ongoing optimization of the 
system. 

While understanding these core challenges is essential, 
examining real-world implementations provides valuable 
insights into practical solutions and effective strategies. The 
following chapter analyzes both domestic and international 
cases of IPSA implementation, demonstrating how various 
organizations have successfully addressed these challenges 
while adhering to their specific regulatory requirements and 
operational needs. 

 

Ⅳ. AI AND IPSA CASES IN PUBLIC 
ADMINISTRATION 

4.1. AI Application Cases in the Korean Public Sector 
The adoption of AI in the Korean public sector has led to 

significant advancements in administrative modernization, 
with various innovative projects demonstrating substantial 
potential for enhancing efficiency and service quality [17]. 
One notable example is the Seoul Metro's implementation 
of an urban rail transportation safety service, powered by a 
Generative Pre-trained Transformer (GPT). This system in-
tegrates real-time data processing with LLM capabilities, 
enabling comprehensive safety analyses and timely deci-
sion-making, which has resulted in a 40% improvement in 
incident response times. Additionally, Hwaseong City's 
complaint counseling assistant service has effectively 
merged traditional database management with natural lan-
guage processing, significantly enhancing the efficiency of 
public institution responses. This hybrid system has led to 
a 60% increase in response efficiency and a 35% improve-
ment in citizen satisfaction, showcasing the transformative 
impact of LLM integration in administrative tasks. 

Other key implementations include the Public Procure-
ment Service's use of AI for automated draft generation in 
requests for proposals, reducing document preparation time 
by 70% while maintaining a 99.9% compliance accuracy. 
The National Tax Service has also advanced its HomeTax 
system through a sophisticated chatbot, leveraging Hyper-
CLOVA X to handle over one million monthly inquiries 
with a 95% resolution rate. Meanwhile, the National As-
sembly Library has employed advanced natural language 
processing techniques in its customized news reporter ser-
vice, which analyzes and summarizes over 10,000 docu- 
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ments daily with an impressive 98% accuracy in keyword 
extraction. These cases collectively underscore the capacity 
of AI-driven systems to revolutionize public administration 
by improving decision-making, streamlining processes, and 
ultimately enhancing citizen services in Korea. 

International implementations provide valuable insights 
into successful IPSA deployment strategies [18], as detailed 
in Table 2. 

The integration of Large Language Models (LLMs) and 
Intelligent Public Sector Automation (IPSA) technologies 
in public administration has been continuously evolving, 
significantly enhancing the functionality and efficiency of 
administrative systems. These advancements are address-
ing the complex requirements of public administration 
more effectively through various innovative approaches. 
Notable developments include the introduction of cognitive 
IPSA, which combines traditional IPSA with LLM capabil-
ities such as natural language processing and machine 
learning. For instance, HM Revenue & Customs in the UK 
has successfully utilized this technology to handle complex 
tax inquiries and improve automated response capabilities. 
Another significant advancement is the development of 
LLM-based process mining technology, as demonstrated by 
the Netherlands' Ministry of Infrastructure and Water Man- 

agement, which optimized its grant application procedures 
and reduced processing time by 30%. 

The enhanced functionality of LLM-based IPSA systems 
is evident in several areas. Multilingual capabilities have 
been improved, as seen in the French government's admin-
istrative assistance system that now offers services in mul-
tiple languages. Advanced computer vision integration has 
boosted image processing capabilities, exemplified by 
Spanish traffic authorities increasing the speed of traffic vi-
olation image processing by 200%. LLM-based predictive 
analytics are enabling proactive public service delivery, as 
demonstrated by New Zealand's Ministry of Social Devel-
opment implementing a system for anticipatory provision 
of social services based on predictive analysis. These en-
hancements are complemented by efforts to increase scala-
bility and adaptability, including cloud-based deployment 
strategies, modular architecture implementations, continu-
ous learning systems, and the utilization of edge computing 
for time-sensitive tasks. 

These technological advancements and application cases 
clearly demonstrate that the integration of LLMs and IPSA 
can significantly improve the efficiency and responsiveness 
of public administration. As these technologies continue to 
develop and become more widely applied, the digital trans- 

Table 2. International case studies of AI in public administration.

Country Government 
system Content Application area Utilization Notes 

Singapore Ask Jamie AI-based virtual assistant
Citizen inquiry response, 

multilingual service 
provision 

Handles over 80% of citi-
zen inquiries outside work-

ing hours 

Deployed across 
multiple government

agencies 

UK RPA in GDS 
Automation of welfare 

benefit application 
processing 

Welfare services, 
administrative processing

80% reduction in 
processing time 

Implemented by gov-
ernment digital service

Estonia Bürokratt AI-based virtual civil 
servant 

Provision of various admin-
istrative services, 24/7 

real-time response 

Greatly improved 
citizen satisfaction 

Aims for 'Zero-bureau-
cracy' model 

USA 
Intelligent 
document 
processing 

OCR and NLP-based 
document processing 

Digitization of administra-
tive documents, information 

extraction 

Over 50% improvement in 
document processing 

efficiency 

Used by several federal 
agencies 

Spain 
AI-powered 

traffic 
management 

Automatic processing 
and classification of 

traffic violation images

Traffic management, 
law enforcement 

200% increase in 
processing speed 

Utilizes computer 
vision technology 

New 
Zealand 

Predictive 
social welfare 

system 

Improvement of social 
welfare services through 

predictive analysis 

Social welfare, preventive 
service provision 

40% improvement in out-
reach efficiency 

Controversial due to 
privacy issues 

Australia Intelligent RPA 
orchestration 

Management and 
optimization of multiple 

RPA bots 
Various administrative tasks 25% improvement in over-

all system efficiency 

Implemented by the 
department of human 

services 

Nether-
lands 

AI-enhanced 
grant applica-
tion system 

Optimization of grant 
application procedures

Grant management, 
administrative processing

30% reduction in 
processing time 

Utilizes process min-
ing technology 
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formation of public administration is expected to accelerate 
further. The combination of LLMs and IPSA goes beyond 
simple task automation, enabling the construction of intel-
ligent and adaptive administrative systems. This evolution 
emphasizes the need for continuous adaptation of adminis-
trative systems in line with technological advancements, 
positioning LLM-IPSA integration as a key driver of future 
public administration. The ongoing development and 
broader application of these technologies promise to re-
shape government operations, enhancing service delivery 
and decision-making processes in unprecedented ways. 

   
4.2. Strategies for Successful Implementation 

To maximize the benefits of AI and RPA in public admin-
istration, it's crucial to develop a comprehensive strategy 
aligned with the organization's overall goals. Such a strat-
egy provides direction for technology adoption and enables 
a consistent approach across the organization. 

Effective data governance is a cornerstone for the suc-
cess of AI and RPA initiatives in the public sector, ensuring 
the quality, security, and ethical use of data while enhancing 
the reliability and effectiveness of these advanced systems. 
A crucial aspect of this governance is the implementation 
of robust data quality management processes, which guar-
antee the accuracy, completeness, and consistency of data 
used in AI-RPA systems. Denmark's Basic Data Program 
serves as an exemplary model in this regard, establishing 
comprehensive data quality standards for all public sector 
databases. Equally important is the enhancement of data 
privacy and security measures to protect sensitive infor-
mation processed by these systems. France's Health Data 
Hub demonstrates the importance of this approach, imple-
menting strict access controls and sophisticated anonymiza-
tion techniques to safeguard citizen health data used in AI 
research.  

Another critical component of effective data governance 
is the establishment of standards for data integration and 
interoperability. This is particularly crucial for facilitating 
seamless data sharing and integration across various gov-
ernment departments and systems. The European Union's 
ISA2 program is at the forefront of this effort, actively pro-
moting data standardization and interoperability among 
member states. Furthermore, the development of ethical 
data usage guidelines is essential to address issues of bias 
and fairness in AI-RPA systems.  

Canada's Directive on Automated Decision-Making pro-
vides a prime example of this approach, offering compre-
hensive guidelines to ensure fairness and transparency in 
AI-based administrative decisions. By implementing these 
key elements of data governance, public sector organiza-
tions can harness the full potential of AI and RPA technol-
ogies while maintaining high standards of data integrity, se-
curity, and ethical use. 

4.3. Fostering a Culture of Innovation and Continuous 
Learning 

Fostering an organizational culture that embraces inno-
vation and continuous learning is paramount for the suc-
cessful adoption of AI-RPA technologies in the public sec-
tor. This cultural shift enhances an organization's adaptabil-
ity to technological changes and facilitates ongoing innova-
tion. A key aspect of this transformation is investing in com-
prehensive skill development programs. Singapore's Skills-
Future for Digital Workplace program exemplifies this ap-
proach, offering AI and data literacy training to public sec-
tor employees, thereby equipping them with the necessary 
skills to work effectively with AI-RPA systems. Equally im-
portant is the implementation of robust change management 
initiatives. New Zealand's Digital Public Service program 
demonstrates the effectiveness of this strategy, providing 
vital change management resources and support to agencies 
undergoing digital transformation. These initiatives are cru-
cial in addressing resistance to new technology adoption 
and ensuring a smooth transition to AI-RPA-enhanced op-
erations (Table 3). 

To further cultivate an innovation-friendly culture, intro-
ducing incentives for innovation can be highly effective. 
The U.S. Federal Government's President's Management 
Agenda showcases this approach by awarding recognition 
for innovative use of technology in public service delivery, 
thereby encouraging employees to propose and implement 
novel AI-RPA solutions. Additionally, building knowledge 
sharing platforms plays a critical role in disseminating best 
practices and lessons learned across different departments 
and agencies. The European Commission's AI Watch serves 
as an excellent example, providing a comprehensive know-
ledge-sharing platform for AI initiatives across EU member 
states. By implementing these strategies - skill development, 
change management, innovation incentives, and knowledge 
sharing - public sector organizations can create a dynamic 
environment that not only facilitates the adoption of AI-
RPA technologies but also fosters a culture of continuous 
improvement and innovation, ultimately leading to more ef-
ficient and effective public services. 

  
4.4. Ensuring Ethical Use and Maintaining Public Trust 

Ensuring the ethical use of AI and Robotic Process Au-
tomation (RPA) is essential for fostering public trust and 
achieving the long-term success and sustainability of these 
technologies. Key strategies include promoting transpar- 
ency in AI decision-making, such as by openly disclosing 
the processes behind AI systems that impact citizens. For 
example, Amsterdam's Algorithm Register provides de-
tailed information about the purpose and data of AI systems 
used by the city's government. Additionally, maintaining al-
gorithmic fairness is critical, involving the development 
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and implementation of techniques to detect and mitigate 
bias in AI-RPA systems. The UK's Centre for Data Ethics 
and Innovation, for instance, has developed tools for AI bias 
detection in public sector applications. 

Moreover, maintaining appropriate human oversight is 
vital, ensuring that human intervention remains possible in 
crucial decisions made by AI-RPA systems. An example is 
Finland's Immigration Service, where AI-assisted applica-
tion processing always undergoes a human review stage be-
fore final decisions. Strengthening communication with the 
public is equally important, as it involves understanding 
and addressing public concerns and expectations regarding 
the government's use of AI and RPA. Helsinki's AI Register, 
which includes mechanisms for citizen feedback on the 
city's AI systems, exemplifies this approach. By imple-
menting these strategies, public sector organizations can 
harness the benefits of AI and RPA while mitigating poten-
tial risks, ensuring that their adoption aligns with ethical 
standards and maintains public trust. 

  
4.5. Analysis of Implementation Cases 

The implementation of LLM-based IPSA systems in 
public administration has produced valuable insights 
through various international cases. These implementations 
demonstrate both the potential and challenges of integrating 
advanced AI systems with traditional administrative pro- 
cesses. A comprehensive analysis of these cases reveals 
critical success factors and implementation strategies. 

The Singapore GovTech SQUAD implementation de-
monstrates the effectiveness of a hybrid architecture that 
combines traditional database reliability with LLM capabil-
ities. Their system employs a sophisticated real-time vali-
dation pipeline that ensures data accuracy while maintain-
ing processing efficiency. The implementation of zero-trust 
architecture and end-to-end encryption has resulted in zero 
security breaches while processing millions of transactions. 

Estonia's X-Road AI system showcases the potential of 
distributed processing and blockchain verification in main-
taining data integrity [19]. Their implementation of feder-
ated learning allows for secure data processing across mul-
tiple government agencies while maintaining strict privacy 
controls. The system's quantum-safe encryption and behav-
ioral analysis capabilities provide robust security while en-
abling efficient cross-border services. 
  
4.6. Strategic Implementation Framework 

The analysis of successful implementations has led to the 
development of a comprehensive strategic framework for 
IPSA deployment, as outlined in Table 4. 

  
4.7. Implementation Considerations 

The successful implementation of IPSA systems requires 
careful attention to several critical factors identified through 
case analysis. Organizations must first establish robust data 
governance frameworks that ensure accuracy and compli- 
ance while enabling efficient processing. This includes im- 

Table 3. Key strategic approaches. 
Strategy Case study Direction Considerations 

Establishing clear 
vision and goals 

Estonia's Digital 
Strategy 2030 

Provides a roadmap for LLM 
and IPSA integration across

all government services 

- Balance between long-term goals and short-term 
action plans 

- Flexible strategy considering the pace of techno-
logical advancement 

Phased 
implementation 

approach 

U.S. General Services 
Administration's AI 
Center of Excellence 

Starts with pilot projects and 
gradually expands 

- Importance of creating early success stories 
- Systematic recording and sharing of lessons 

learned 

Promoting 
interdepartmental 

collaboration 
UK Government AI Lab 

Builds collaboration model 
among health, technology, 

and policy experts 

- Mechanisms for coordinating interdepartmental 
interests 

- Establishing joint performance evaluation frame- 
work 

Continuous evaluation 
and improvement 

mechanisms 

Australian Taxation Of-
fice's AI-based tax 
processing system 

Regular performance reviews 
and system updates 

- Development of objective evaluation indicators 
- Establishing systems for reflecting citizen feed-

back 

Building data 
governance framework 

Denmark's Basic 
Data Program 

Standardization of public 
sector databases 

- Data quality management processes 
- Enhancing personal information protection and 

security 

Developing ethical AI 
usage guidelines 

Canada's Directive on 
Automated 

Decision-Making 

Ensures fairness and 
transparency in AI-based 
administrative decisions 

- Mechanisms for preventing algorithmic bias 
- Introduction of explainable AI technologies 

Talent cultivation and 
organizational culture 

innovation 

Singapore's 
SkillsFuture for 

Digital Workplace 

AI and data literacy education 
for public sector employees 

- Fostering a culture of continuous learning 
- Introduction of innovation incentive systems 
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plementing sophisticated validation mechanisms and main-
taining comprehensive audit trails. 

Security implementations must address both traditional 
and AI-specific threats. This requires the development of 
multi-layer security architectures that protect against evolv-
ing threat vectors while maintaining system accessibility. 
Successful implementations have demonstrated the im-
portance of continuous security monitoring and rapid re-
sponse capabilities. 

 Legal compliance frameworks must be embedded 
throughout the system architecture. This includes imple-
menting automated compliance checking mechanisms and 
maintaining comprehensive documentation of all pro-
cessing activities. Regular compliance audits and updates 
ensure continued alignment with evolving regulatory re-
quirements. 

Analysis of current implementations reveals several 
emerging trends in IPSA development. Advanced natural 
language processing capabilities are enabling more sophis-
ticated citizen interactions, while improved machine learn-
ing models are enhancing decision support capabilities. Fu-
ture implementations are likely to incorporate quantum-re-
sistant security measures and advanced privacy-preserving 
computation techniques. 

These implementation cases highlight the critical role of 
regulatory frameworks and policy guidelines in successful 
IPSA deployment. Building on these practical insights, the 
following chapter examines the evolving regulatory land-
scape for AI in public administration, with particular focus 
on harmonizing international standards with Korean regu-
latory requirements, while maintaining focus on service de-
livery and citizen satisfaction. 

  

V. REGULATORY AND POLICY 
FRAMEWORK 

The implementation of LLM-based systems in public ad-
ministration requires careful consideration of evolving reg- 

ulatory frameworks and policies. This section examines key 
regulatory developments and their implications for IPSA 
implementation, with particular focus on international 
standards and their harmonization with Korean regulations. 

   
5.1. US Federal AI Governance Framework 

The White House Office of Science and Technology Pol-
icy's Blueprint for an AI Bill of Rights [20], released in 
2022, establishes foundational principles for AI system im-
plementation through five critical protections. These pro-
tections encompass Safe and Effective Systems require-
ments for comprehensive testing and monitoring, Algorith-
mic Discrimination Protection to ensure equitable service 
delivery, Data Privacy requirements establishing strict con-
trols over data practices, Notice and Explanation provisions 
mandating transparency in AI decision-making, and Human 
Alternatives and Fallback requirements ensuring service 
accessibility. This comprehensive framework particularly 
emphasizes the importance of continuous evaluation and 
human oversight in maintaining public trust in automated 
administrative systems. 

The National Institute of Standards and Technology's AI 
Risk Management Framework (AI RMF 1.0) complements 
these principles by providing detailed guidelines for man-
aging AI system risks throughout their lifecycle [21]. The 
framework introduces four essential functions: Govern, 
which establishes organizational structures and accounta-
bility mechanisms; Map, which identifies context-specific 
risks and opportunities; Measure, which provides metrics 
for system evaluation; and Manage, which outlines pro-
cesses for continuous improvement. These components cre-
ate a systematic approach to risk management that enables 
organizations to effectively implement and maintain AI sys-
tems while ensuring compliance with regulatory require-
ments. 

Executive Order 14110 further strengthens the federal 
approach to AI implementation by establishing specific re-
quirements for public sector adoption [22]. The order man- 

Table 4. Strategic framework for ipsa implementation. 
Strategy component Technical solution Key considerations 

Data accuracy 
- Hybrid validation architecture 
- Real-time verification 
- ML-based error detection 

- Accuracy metrics 
- Performance impact 
- Error handling protocols 

Security architecture 
- Multi-layer encryption 
- Advanced authentication 
- Behavioral monitoring 

- Threat modeling 
- Response protocols 
- Recovery procedures 

Legal compliance 
- Automated compliance checking 
- Privacy preserving computation 
- Audit trail generation 

- Regulatory updates 
- Cross-border considerations 
- Documentation requirements 

Integration framework 
- Service mesh architecture 
- API security gateway 
- Data transformation layer 

- System compatibility 
- Performance optimization 
- Scalability requirements 
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dates the creation of AI working groups within agencies, 
development of public-private engagement mechanisms, 
and implementation of comprehensive documentation and 
reporting requirements. These measures create a structured 
framework that emphasizes transparency, accountability, 
and collaborative development of best practices in public 
sector AI deployment. 

The Office of Management and Budget's Memorandum 
M-21-06 provides additional guidance for federal agencies 
on the regulation and implementation of AI technologies 
[23]. This memorandum establishes detailed guidelines for 
the design, development, acquisition, and use of AI systems, 
focusing on promoting innovation while maintaining public 
trust and effectively managing potential risks. The guidance 
serves as a crucial complement to existing frameworks, 
providing practical direction for federal agencies in their AI 
implementation efforts while ensuring alignment with 
broader governmental objectives and regulatory require-
ments. 

 
5.2. International Regulatory Harmonization 

In examining global AI governance standardization 
trends, the EU's AI Act serves as a comprehensive regula-
tory framework that significantly influences international 
standards, while the OECD AI Principles and ISO/IEC 
standards provide the technical foundation for responsible 
AI development. Notably, the EU AI Act's risk-based ap-
proach serves as a crucial reference point for developing AI 
regulatory implementation strategies in Korea, and these in-
ternational standardization efforts are establishing the 
groundwork for transnational AI governance frameworks. 

The effective implementation of IPSA requires essential 
harmonization between international standards and Korean 
regulatory requirements. This necessitates ensuring com-
patibility between Korea's Data 3 Laws and international 
frameworks such as GDPR in terms of data protection 
measures, while developing interoperable technical stand- 
ards that facilitate international collaboration while main-
taining compliance with domestic regulations. Furthermore, 
establishing cross-border cooperation mechanisms is cru-
cial for addressing common challenges in public sector AI 
implementation. 

Based on the analysis of international frameworks, a 
comprehensive implementation approach tailored to Ko- 
rean public administration must be proposed. Specifically, 
this requires developing Korea-specific guidelines that har-
monize international best practices with domestic regula-
tory requirements, particularly the Data 3 Laws, and estab-
lishing clear governance structures that incorporate both in-
ternational standards and local requirements. Additionally, 
it is essential to implement monitoring and evaluation sys-
tems that ensure continuous compliance with evolving reg- 

ulatory requirements. 
   

Ⅵ. POLICY IMPLICATIONS AND 
RECOMMENDATIONS  

6.1. Regulatory Considerations for AI and RPA in the 
Public Sector 

As AI and RPA technologies become more prevalent in 
public administration, the need for regulatory frameworks 
to govern their use is increasing. Appropriate regulation is 
crucial to ensure responsible use of these technologies and 
minimize potential risks. 

The development of AI-specific legislation is crucial to 
address the unique challenges posed by AI in public admin-
istration. The European Union's proposed AI Act, which in-
cludes specific provisions for AI use in public sector appli-
cations, serves as a notable example. Such legislation pro-
vides clear guidelines for the development, deployment, 
and use of AI systems, promoting responsible AI use. 

Implementing algorithmic accountability regulations is 
essential to ensure transparency and accountability in the 
use of algorithms in public sector decision-making. The 
U.S. Algorithmic Accountability Act of 2022, which pro-
poses mandatory impact assessments for AI systems used 
by federal agencies, exemplifies this approach. These regu-
lations can help ensure the fairness, transparency, and ac-
countability of algorithms. 

Updating data protection regulations is necessary to ad-
dress the specific challenges posed by AI and RPA systems 
in data processing. The California Consumer Privacy Act 
(CCPA), which includes provisions on automated decision-
making and profiling, serves as a good example. Such reg-
ulations strengthen privacy protection and safeguard the 
rights of data subjects. 

Developing ethical guidelines is crucial for establishing 
ethical standards for the development and deployment of AI 
and RPA in public administration. The OECD AI Principles 
provide a framework for responsible AI use that has been 
adopted by many countries [24]. These guidelines ensure 
that AI and RPA systems are developed and used in accord-
ance with ethical principles. 

 
6.2. Workforce Transformation and Skill Development 

Policies 
The introduction of Large Language Models (LLMs) and 

Intelligent Process Automation (IPSA) will have a pro-
found impact on the public sector workforce, making it es-
sential to implement policies that support workforce trans-
formation. These policies are crucial for helping employees 
adapt to technological advancements and acquire new com-
petencies. One key approach is the implementation of re-
skilling and upskilling programs, which are vital in prepar- 
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ing public sector employees for roles that complement 
LLM-IPSA systems. Singapore’s SkillsFuture for Digital 
Workplace program, which offers training in LLMs and 
data analytics to civil servants, exemplifies this strategy by 
equipping employees with the necessary skills for thriving 
in a technologically advanced work environment. 

 Additionally, it is important to support the creation of 
new roles that emerge from LLM and IPSA adoption, such 
as AI ethicists and IPSA managers. The UK government’s 
establishment of new digital, data, and technology roles 
across public services is a step towards shaping the work-
force to fit the evolving technological landscape. Further-
more, the establishment of lifelong learning initiatives is es-
sential for ensuring that public sector employees continu-
ously adapt to the rapidly changing environment. The Eu-
ropean Commission’s Digital Education Action Plan, 
which promotes digital skills and competencies, is an ex-
ample of such initiatives. Finally, providing change man-
agement support is critical for helping organizations and in-
dividuals transition smoothly to the new work environment 
shaped by LLM and IPSA technologies. The Australian 
Public Service Commission’s provision of change manage-
ment tools and resources for agencies undergoing digital 
transformation highlights the importance of this support in 
facilitating a successful transition. 

6.3. Future Research Directions 
This study has identified several critical areas that war-

rant further investigation to better understand and optimize 
the integration of Large Language Models (LLMs) and In-
telligent Process Automation (IPSA) in public administra-
tion. First, long-term impact assessment is essential, involv-
ing longitudinal studies that evaluate the enduring effects of 
LLM-IPSA integration on public administration efficiency, 
service quality, and citizen satisfaction. These studies will 
provide valuable insights into how these technologies influ-
ence public sector performance over time. Additionally, 
there is a need for in-depth research on the ethical implica-
tions of AI decision-making in public administration, espe-
cially in sensitive areas such as social welfare allocation 
and law enforcement, where the potential for ethical dilem-
mas is significant [25-27]. 

Further investigation should also include cross-cultural 
comparisons to analyze the implementation of LLM-IPSA 
across various cultural and governmental contexts. Such 
comparative studies can identify best practices and poten-
tial challenges, helping to tailor strategies to specific envi-
ronments. Moreover, research on human-AI collaboration 
models is crucial for determining optimal approaches to 
task allocation and decision-making processes between hu- 

Table 5. Key strategic approaches in public administration. 

Regulatory area Purpose Case study Key considerations 

Development of 
LLM and IPSA- 

specific legislation 

Provide legal framework for 
LLM and IPSA use in public 

administration 
EU's proposed AI Act

- Reflect the specificity of LLM and IPSA 
- Ensure flexibility for technological advancements 
- Harmonize with international standards 

Algorithmic 
accountability 

regulation 

Ensure transparency and fair-
ness in public sector decision-

making 

U.S. Algorithmic Ac-
countability Act of 2022

- Establish algorithmic audit framework 
- Define explainability requirements 
- Design human oversight mechanisms 

Updating data 
protection 
regulations 

Regulate data processing in 
LLM-IPSA systems 

GDPR, California 
Consumer Privacy Act 

(CCPA) 

- Apply data minimization principles 
- Strengthen rights of data subjects 
- Regulate cross-border data transfers 

Developing ethical 
guidelines 

Ensure ethical use of LLM-
IPSA systems OECD AI Principles 

- Establish fairness and non-discrimination principles
- Require transparency and explainability 
- Reflect human-centric values 

Establishing 
security standards 

Enhance cybersecurity of 
LLM-IPSA systems 

NIST Cybersecurity 
Framework 

- Define data encryption requirements 
- Establish access control policies 
- Require regular security vulnerability assessments 

Interoperability 
standards 

Ensure compatibility between 
different LLM-IPSA systems 

EU's Interoperability 
Solutions (ISA2) 

- Standardize data formats 
- Develop API standards 
- Require cross-platform compatibility 

Performance 
evaluation 
framework 

Measure effectiveness and ef-
ficiency of LLM-IPSA 

systems 

UK Government 
Digital Service 

Standard 

- Develop quantitative/qualitative evaluation metrics 
- Establish citizen satisfaction measurement methodol-
ogies 

- Design continuous improvement mechanisms 

Workforce 
development and 

training regulations 

Enhance public servant capa-
bilities related to LLM-IPSA 

Singapore's 
SkillsFuture initiative

- Designate mandatory training courses 
- Introduce certification systems 
- Foster a culture of continuous learning 
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man civil servants and AI systems. Understanding these dy-
namics will be key to maximizing the benefits of AI inte-
gration. Additionally, studies focusing on citizen perception 
and trust in AI-driven public services are necessary to de-
velop strategies that enhance public engagement and trust 
in these technologies. The development and evaluation of 
AI governance frameworks specific to public sector appli-
cations will also be essential to ensure responsible and ef-
fective AI use. Finally, a skills gap analysis is needed to un-
derstand the evolving skill requirements in public admin-
istration due to AI integration, along with an evaluation of 
effective reskilling strategies to prepare the workforce for 
the future (Table 5). 

 
6.4. Conclusion 

The integration of Large Language Models (LLMs) and 
Intelligent Public Sector Automation (IPSA) represents a 
significant paradigm shift in public administration, offering 
remarkable opportunities to enhance efficiency, decision-
making, and service delivery. However, as highlighted in 
this study, realizing these benefits requires a holistic ap-
proach that carefully considers technological, organiza-
tional, ethical, and policy dimensions. The successful im-
plementation of LLM-IPSA in public administration de-
pends on several critical factors: a clear strategic vision that 
aligns with broader governmental digital transformation 
goals; robust data governance frameworks that ensure data 
quality, security, and ethical use; comprehensive workforce 
development initiatives that equip public servants with the 
necessary digital skills; ethical guidelines and transparency 
measures that maintain public trust; and adaptive regulatory 
frameworks that balance innovation with responsible AI 
use. 

As governments worldwide explore and implement these 
technologies, it is essential to strike a balance between fos-
tering innovation and ensuring responsible use. Achieving 
this balance requires ongoing dialogue among policymak-
ers, technologists, public administrators, and citizens, en-
suring that AI-driven public administration ultimately 
serves the best interests of society. The journey toward fully 
integrated, AI-enhanced public administration is just begin-
ning. By addressing the challenges and opportunities iden-
tified in this study, governments can lay the groundwork for 
a more efficient, responsive, and citizen-centric public sec-
tor. Moving forward, continuous research, evaluation, and 
adaptation will be crucial to harnessing the full potential of 
LLMs and IPSA for the public good. 
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