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I. INTRODUCTION  

 
 Environmental monitoring is one of the areas, which 
attracts public concern. The advance of cloud computing 
and Internet of things reshaped the manner in which the 
sensed information is being managed and accessed. The 
advances in sensor technologies have accelerated the 
emergence of environmental sensing service. These new 
services grasp the significance of new techniques in order 
to understand the complexities and relations in the collected 
sensed information. Particularly, it utilizes surveillance 
systems to extend the sensing range, and cloud-computing 
environments to analyses the big amount of data collected 
by various IoT sensor networks in a productive form. 
Various kinds of sensors are being deployed in the 
environment as the physical foundation for most of the 
environmental sensing services. However, it is highly 
desirable to link this sensed data with external data 
collected from different services in order to increase the 

accuracy of the predictions. In regions with environmental 
hazards, large number of citizens makes intensive 
multimedia sharing about these regions using their mobile 
phone during their daily activities. This massive 
multimedia data is expected to be generated from different 
sources and published on various online social services 
such as YouTube®, Twitter® and Foursquare®. In such a 
situation, it is beneficial to include such data in the decision 
making process of environment cognition services. Since 
the veracity and accuracy of the collected data are important, 
it is necessary for the Data Mash-up service to have the 
capability to pre-process the extracted data to remove noise 
and handle missing data issues on time before transferring 
it to other third parties. In this context, Data Mash-up 
services appear as a promising tool to accumulates, treat 
and manage this data in an appropriate way. The data 
mashup [1] is a web technology that combines information 
from multiple sources into a single web application for 
specific task or request. Mashup technology was first 
introduced in [2] and since then it creates a new horizon for 
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service providers to integrate their data to deliver highly 
customizable services to their customers [1, 3-5] 
 We believe that environmental cognition services can be 
enriched by extensive data collection infrastructures of IoT-
enabled data mashup services especially in the domain of 
urban environmental monitoring.  IoT mashup techniques 
can be used to merge datasets from external IoT networks 
to leverage the functionalities of environmental cognition 
service from different perspectives like providing more 
precise predictions and computation performance, 
improving the reliability toward citizens, minimizing the 
impacts of environmental hazards on affected citizens, and 
providing an early response in cases when the event is 
inevitable. Due to that, Providers of the next generation 
environmental cognition services keen to utilize IoT - 
enabled data mashup services for their systems. Effective 
multimedia mining is an essential requirement for the IoT - 
enabled data mashup services, since, the extracted patterns 
obviously requires the integration of different multimedia 
contents generated from multiple IoT networks. These 
multimedia contents may contain random noise, which 
complicates the pattern discovery process. A serious 
decline in accuracy occurs when the noisy data is present in 
the pile of contents that will be processed through the data 
mashup techniques. Handling this noisy data is a real 
challenge since it is hard to be distinguished from an 
abnormal data, it could prevent the environmental cognition 
service from fully embracing the useful data extracted from 
the mashup service. Managing this problem will enable the 
IoT - enabled data mashup services to execute different 
recognition methods for identifying the abnormal objects in 
an effective manner. 
In this work, we presented an architecture supporting the 

evolution of IoT - enabled data mashup service business 
model. Our approach is based on the software agent 
technology, because of the fundamental features of multi-
agents systems such as inter-agent communication ability; 
autonomy and adaptability are essential requirements of our 
approach. We focus on stages related to multimedia 
contents collection and mining and omit all aspects related 
to environmental monitoring, mainly because these stages 
are critical with regard to accuracy as they involve different 
entities. The proposed architecture bear in mind accuracy 
issues related to mashup multiple datasets from IoT 
networks for environmental monitoring purposes. The 
multimedia data is collected from the various IoT devices, 
and then fed into an environmental cognition service that 
executes different multimedia processing techniques such 
as noise removal, segmentation, and feature extraction, in 
order to detect interesting patterns in urban area. The noise 
present in the captured images is eliminated with the help 
of a noise removal and background subtraction processes. 

Markov based approach was utilized to segment the 
possible regions of interest. The viable features within each 
region were extracted using a multiresolution wavelet 
transform, then fed into a discriminative classifier to extract 
various patterns. The presented approach attains accuracy 
and preserves the aggregates in the merged datasets in order 
to maximize usability and attain accurate insights. In 
section II describes some related work. In section III we 
introduced a scenario related to IoT-enabled data mashup 
service. In section IV introduces the proposed techniques 
used within the environmental cognition service. In section 
V describes some experiments and results based on the 
proposed approach. Finally, Section VI includes 
conclusions and future work. 
 

II. METHODOLOGY: DATA MASHUP IN 
IOT-ENABLED SMART FOREST FIRES 

MONITORING SCENARIO 
 
  We consider the scenario where the IoT-enabled data 
mashup (MDMS) integrates datasets from multiple IoT 
networks for the environmental cognition service; figure (1) 
illustrates the architecture supported in this work. The 
proposed architecture hosts an intelligent middleware for 
private data mashup (DIMPM), which enables connectivity 
to diverse IoT devices via varied sensing technologies. In 
doing so, the functionalities of the proposed architecture 
support a cloud based infrastructure for environmental 
cognition services. The cloud environment promotes a 
service-oriented approach to big data management, 
providing a deep learning layer for analyzing the merged 
data. The architecture follows a layered approach, where 
the bottom layer is the Environmental IoT devices, while 
the highest layer is the environmental cognition service. 

 

Fig. 1. IoT-enabled data mashup with Third Party Environmental 
Cognition Service. 
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The data mashup process can be summarized as follows;  

 The environmental cognition service sends a query to 
the IoT - enabled data mashup service to gather 
information related to a specific region to leverage its 
predictions and performance.  

 At the IoT - enabled data mashup: 
o The coordinator agent at search in its cache to 

determine the providers which could satisfy this 
query, then it transforms the query into an 
appropriate sub-queries languages suitable for each 
provider’s database.  

o The manager agent unit sends each sub-query to the 
candidate IoT providers to incite them about the data 
mashup process.  

 Based on prior agreement between the mashup provider 
and data providers, The providers who agree to offer 
purpose specific datasets to the mashup process will: 
o Forward the sub-query to its manager agent within 

the intelligent middleware for private data mashup.  
o The manager agent rewrites the sub-query 

considering the privacy preferences for its host and 
produces a modified sub-query for the data that can 
be published. This step allows the manager agent to 
audit all issued sub-queries and prevent ones that can 
extract sensitive information.  

o The resulting dataset is concealed to hide real data 
using the appropriate obfuscation algorithm 
depending of the type of multimedia data. 

o Finally, each provider submits its concealed data to 
the IoT - enabled data mashup service that in turn 
unites these results and performs further analysis on 
them.  

 The obtained information is delivered to environmental 
cognition service. The environmental cognition service 
uses these datasets to accomplish its data analytics goals.  

 
2.1. Proposed Anomaly Detection in the Environmental 
IOT-Enabled Data Mashup Service  

  In this section, we proposed a new service for anomaly 
detection with markov based segmentation approach to 
detect possible regions of interest, then fed the extracted 
features within each region into a discriminative classifier 
to extract various patterns. Figure 2 depicts the basic 
flowchart of our approach, which consists of four modules. 
Firstly, the noise present in the captured images is 
eliminated with the help of a noise removal and background 
subtraction processes. The second module executes Markov 
based approach to segment the possible regions of interest. 
The third module extracts the viable features within each 
region using a multiresolution wavelet transform. Finally, 
the last module, is a discriminative classifier that learns 

effective features from each region and distinguish it into 
anomaly or normal region. 

 
Fig. 2. Building Blocks of the Anomaly Detection System. 
 
In the next sub-sections, we introduce the various steps 
involved in our proposed anomaly detection service. Each 
step utilizes an effective technique, which plays an 
important role in the system. The building blocks of the 
proposed systems are depicted in the figure (2). The 
proposed anomaly detection system consists of following 
steps: 
 
Step 1: Noise Removal and Background Subtraction 
Processes 

The noise present in the captured images is eliminated with 
the help of anisotropic diffusion combined with non-local 
mean and Gaussian background process [6]. The method 
successfully analyse the images according to each and 
every pixel present without eliminating the important 
features such as line, interpretations, and edges. More over 
the anisotropic diffusion process can effectively analyse 
blurred images. This process is applied to images using 
following equation: 

ܫ߲

ݐ߲
ൌ ,ݔሺܿሺݒ݅݀ ,ݕ ሻܫߘሻݐ ൌ .ܿߘ ܫߘ ൅ ܿሺݔ, ,ݕ 	ܫ∆ሻݐ 	 ሺ1ሻ 

Where ݀݅ݒሺܿ	 ሺݔ, ,ݕ 	ሻݐ ሻܫߘ  represents the divergence 
operator of the diffusion coefficient c(x,y,t) in relation with 
the image gradient operator ܫߘ . Based on (1) the 
anisotropic diffusion is applied to the image, if the pixel 
corrupted with the noise can be replaced using a non-local 
approach [7], where the similarity between pixels of the 
image is determined using the pixel intensity and is defined 
as follow: 

ሺ݅ሻݒ ൌ 	 ሺ݅ሻݑ ൅ 	 ݊ሺ݅ሻ	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ሺ2ሻ	
Where ݒሺ݅ሻ is defined as the current value of pixel	 ݅ in 
given image ܫ ሺ݅ሻݑ ,  is defined as the “true” value of 
pixel	 ݅ and ݊ሺ݅ሻ is defined as the noise mixed with the 
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value of pixel	 ݅. The noise exists in the image is analyzed 
according to the following assumption, that ݊	 ሺ݅ሻ is an 
independent value extracted from Gaussian distribution 
with a variance σ2 and mean ߤ	 equal to 0. Based on that, 
the similarity between the neighboring pixels is defined 
depending on the weights ݓሺ݌, 	ଵሻݍ and ݓሺ݌,  ଶሻ. Thenݍ
the non-local mean value of each pixel [7] is calculated as 
follows, 

ሻ݌ሺܸሻሺܮܰ ൌ෍ݓሺ݌, ሻݍሻܸሺݍ

௤ఌ௏

	 	 	 	 	 	 	 	 	 	 ሺ3ሻ 

ܸ  is defined as the image with noise, and the weights 
,݌ሺݓ ሻ satisfy that 0ݍ ൑ ,݌ሺݓ ሻݍ ൑ 1 and ∑ ,݌ሺݓ ሻݍ ൌ௤

1 and is defined as follow: 

,݌ሺݓ ሻݍ ൌ
ଵ

௓ሺ௣ሻ
݁
ష೘ೌೣ	ሺ೏మషమ഑మሺ೛,೜ሻ

೓ 	 	 	 	 	 	 	 	 	 	 	 ሺ5ሻ  

 is as defined as the standard deviation of the noise and ߪ
ܼሺ݌ሻ is defined as a normalizing constant and is defined as 
follow: 

ܼሺ݌ሻ ൌ෍݁
െ݀ሺ݌, ሻݍ

݄
௤

ሾ1,2ሿ	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ሺ6ሻ 

݄ is defined as the weight-decay control parameter. After 
that the neighborhood similarity value is defined as using 
the weighted value of the pixel and is calculated as follow: 

݀ሺ݌, ሻݍ ൌ ‖ܸሺܰ௣ሻ െ ܸሺܰ௤ሻ‖ଶ,ி
ଶ ሾ1,2ሿ	 	 	 	 	 	 	 ሺ4ሻ 

 is defined as the neighborhood filter employed on the ܨ
neighborhood’s squared difference ܴ௦௜௠and is defined as 
following: 

ܨ ൌ
ଵ

ோೞ೔೘
∑ 1/ሺ2 ് ݅|1ሻଶ
ோೞ೔೘
௜ୀ௠                  ሺ5ሻ 

݉ is the distance between the weight and the center of the 
neighborhood filter. ܨ provides higher values if the pixels 
near the neighborhood center, and provide lower values if 
the pixels near the neighborhood edge. Finally, these values 
are used to generate the final image. 

The background subtraction was performed [8] using the 
Gaussian model. The background model has been 
constructed using the selective average method for 
eliminating the unwanted background pixel information as 
follow: 

	 ,ݔேሺܯܤ ሻݕ ൌ
∑ ,ݔ௠ሺܫ ሻݕ
ே
௠ୀଵ

ܰ
	 	 	 	 	 	 	 	 	 	 	 	 ሺ6ሻ 

Where ܯܤேሺݔ, ሻݕ  is defined as the intensity of pixel 
ሺݔ, ,ݔ௠ሺܫ ,ሻ of the background modelݕ  ሻ is defined as theݕ
intensity of pixel ሺݔ,  ሻ of the ݉௧௛ frame of the capturedݕ
video, and ܰ is defined as the number of video frames 
utilized to construct the background model. The 
background model is defined using a Gaussian mixture 
model as follow, 

ሻߣ|ݔሺ݌ ൌ෍ݓ௜݃ሺܺ|ߤ௜, ௜ሻߑ

ெ

௜ୀଵ

	 ∀݅ ൌ 1, . . . , 	ܯ 	 	 	 ሺ7ሻ 

Where ݔ is defined as continuous-valued data vector, ݓ௜ 
are defined as the mixture weights, and ݃ሺܺ|ߤ௜ሻ  are 
defined as the component of gaussian density functions [9], 
After that the probability value of each pixel is calculated, 

෍ ,௧ߑ௧ߤ௜ܰሺݓ ܼሻ
௞

௜ୀଵ
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ሺ8ሻ 

ܰ is the probability density function that has a mean vector 
μ and covariance ݓ .ߑ௜  is defined as the weight of the 
݅௧௛ Gaussian. The new pixel value ܼ௧ is compared to each 
Gaussian, if the Gaussian weight is matched‖ܼ െ ‖௛ߤ ൏

௛ߪ݀ , then the Gaussian parameters are updated in 
accordance with: 

௜,௧ݓ ൌ ሺ1 െ ܽሻ ∗ ௜,௧ିଵݓ ൅ ܽ ∗  ௜,௧ܯ

௧ߤ ൌ ሺ1 െ ሻߩ ∗ ௧ିଵߤ ൅ ߩ ∗ ܼ௧ 

௧ߪ
ଶ ൌ ሺ1 െ ሻߩ ∗ ௧ିଵߤ ൅ ߩ ∗ ሺܼ௧ െ ௧ሻߤ

் ∗ ሺܼ௧ െ  ௧ሻߤ

ߩ ൌ ܽ ∗ ܰሺߤ௧ሻ 

ܽ is the learning rate for the Gaussian weight. Additionally, 
the unmatched pixel are eliminated using	 ௜,௧ݓ ൌ ሺ1 ൌ ܽሻ ∗

௜,௧ݓ െ 1. If none of the pixel matches the Gaussians weight, 

lowest weight pixel is replaced with 	 ܼ௧ . When the 
Gaussians values are stored in a corresponding index with 
a descending order, the initial values of this index will 
probably represent the background. After eliminating the 
background pixels and noise, the images are fed into the 
next step. 

 

Step 2: Regions Segmentation 
The segmentation approach is done using markov 

random field [10] to ensure the effective extraction of 
meaningful regions. It uses the local image feature value, 
prior probability, and marginal distribution value of the 
image. At the start, Markov random neighboring value must 
be defined from the image in terms of both first and second 
order neighboring values. Then the initial probability value 
for each feature value is set as 0 or 1. After that the mean 
and variance value of each pixel value is computed and 
labelled in the image. From the computed values, marginal 
distribution value is calculated according to the Bayes 
theorem. Finally, the probability value must be calculated 
and the pixels with similar values are grouped into the 
particular cluster or region. This process is repeated until 
the prior probability value reaches to a maximum value 
other than the defined one. The extracted regions are fed 
into the next step. 
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Step 3: Features Extraction 

The multiresolution wavelet transform was employed for 
feature extraction. At first, the segmented regions are 
divided into sub-regions [10] in all the directions and then 
the key elements of the scale descriptors are selected. This 
step starts with applying a Gaussian filter on the image to 
detect the key elements. The maximum and minimum 
values of the edges are determined using the following 
equation 	 ,ݔሺܦ ,ݕ ሻߪ ൌ ,ݔሺܮ ,ݕ ሻߪ௜ܭ െ ,ݔሺܮ ,ݕ ሻߪ௝ܭ , where 

,ݔሺܦ ,ݕ 	ሻߪ is the difference in the Gaussian image, 
,ݔሺܮ ,ݕ ሻߪܭ  is the convolution value of the 
image	 ,ݔሺܮ ,ݕ ሻߪܭ ൌ ,ݔሺܩ ,ݕ ሻߪ݇ ∗ ,ݔሺܫ ,ݔሺܫ ሻ, andݕ  ሻ isݕ
the Gaussian blur value. Detecting key elements is 
accomplished using Taylor series, which is calculated as: 

ሻݔሺܦ ൌ ܦ ൅
்ܦ߲

ݔ߲
ݔ ൅

1

2
்ݔ

߲ଶܦ

ଶݔ߲
	ݔ 	 	 	 ሺ9ሻ 

From the detected key elements and their locations, each 
key elements is assigned magnitude ݉ሺݔ, 	ሻݕ and 
orientation ߠሺݔ, 	ሻݕ in every direction as following: 

݉ሺݔ, ሻݕ

ൌ ට൫ܮሺݔ ൅ 1, ሻݕ െ ݔሺܮ െ 1, ሻ൯ݕ
ଶ
൅ ൫ܮሺݔ, ݕ ൅ 1ሻ െ ,ݔሺܮ ݕ െ 1ሻ൯

ଶ 
,ݔሺߠ ሻݕ ൌ ,ݔሺܮ2൫݊ܽݐܽ ݕ ൅ 1ሻ െ ,ݔሺܮ ݕ െ 1ሻ൯, ൫ܮሺݔ ൅ 1, ሻݕ

െ ݔሺܮ െ 1,  ሻ൯ݕ

Based on the extracted key elements, different features can 
be calculated such as mean, standard deviation, entropy and 
variance. The extracted features are fed into the next step. 

 

Step 4: Anomaly Detection 

In the last step, the extracted features are used to train 
support vector machine classifier to detect anomalies from 
the captured videos, the training stage reduces 
misclassification error and increases the recognition rate. 
Each feature in the training dataset is represented as	 ܦ ൌ

൛ሺݔ௜, ௜ݔ|௜ሻݕ ∈ ܴ
௣, ௜ݕ ∈ ሼെ1,1ሽൟ . The output value of this 

stage is defined as {1,-1}, in which 1 is represented as the 
normal feature and -1 denoted as the anomaly feature. Then 
the feature belongs to the class is defined by applying the 
hyper plane which is calculated as ݓ. ݔ െ ܾ ൌ 0, where x 
is represented as the features exists in the training set, The 
normal hyper plane vector is w and hyper plane offset is b. 
The extreme learning neural networks [11] were utilized to 
reduce the maximum margin classification, which in turn 
improves the anomaly detection process. At the testing 
stage, the extracted features are matched with the training 
features to successfully detect the anomaly features. The 
accuracy of the proposed system was examined using the 
experimental results.  

 

 

III. EXPERIMENTAL RESULTS 
 

The proposed techniques were implemented in C++, we 
used message-passing interface (MPI) for a distributed 
memory implementation of anomaly detection service to 
mimic a distributed reliable components. We used Intel 
Core i7 CPU working at 2.2GHz and 8 GB RAM were used 
for the evaluation process. Since, there is no publicly 
available datasets for environmental hazards on the internet 
repositories. Therefore, we constructed our own datasets 
that utilizes the video footages of Forest fires dataset, which 
was provided by the National Protection and Rescue 
Directorate of Croatia, and other fire videos from an online 
social service such as YouTube. This dataset consists of 
1020 fire and non-fire video clips. There are 130 forest fire 
video clips, 260 indoor fire video clips, 320 outdoor fire 
video clips and 310 non-fire video clips among the 
collected dataset. The resolutions of video clips were 
480x360 pixels and each video clips consists of 200∼300 
frames. Almost 1/4 of the video clips were used for testing 
while the remaining were used for training. The testing set 
contains 40 forest fire video clips, 60 indoor fire video clips, 
80 out fire video clips and 80 non-fire video clips. For 
negative video clips, collection of videos contains some 
kind of flame, such as ambulance light, Flame Effect Light, 
and so on. Table 1 shows that the proposed techniques 
achieved the real-time performance for this resolution. The 
most time-consuming part was related to the calculation of 
pixel intensity. To check the effect of the resolution of 
videos on the processing time, another video sequence, 
which had 1280x720 pixels resolution, was tested. Tests 
have shown that the complexity was increased by more than 
2 times for 5.33 larger frame size. The Precision of this 
solution applied on these videos is about 94%. 

 

Table 1: Performance of Proposed solution. 

 

IV. CONCLUSION 
 

In this work, we presented our ongoing work on building 
an anomaly detection in IoT - enabled data mashup service 
to serve environmental cognition service. A brief overview 
over the mashup process was presented.  A Novel 
anomaly detection solution was also presented in detail, 
which achieves promising results in terms of performance. 

Precision Recall True 
Negative 
Rate 

Accuracy F-
Measure

Processing 
Time (MS)

480x
360

1280
x720

0.8998  0.89  0.82  0.9543  0.9128 25.1 55.2
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The experiments were conducted on a real dataset and it 
shows that the accuracy of our solution is more than 94%. 
However, the ability to detect environmental hazards such 
as fires and reduce false positives depends mainly on the 
image quality. Many challenges were realized in building a 
data mashup service. As a result we have focused on 
anomaly detection within an environmental cognition 
service scenario. This allows us to move forward in 
building an integrated system while studying issues such as 
a privacy and security at a later stage and deferring certain 
issues such as virtualized schema and auditing to future 
research agenda. 
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